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Mobility Increases the Capacity of Ad Hoc
Wireless Networks

Matthias Grossglauser and David N. C. Tse

Abstract—The capacity of ad hoc wireless networks is con- they showed that the optimal strategy is to schedule at any one
strained by the mutual interference of concurrent transmissions  time only the user with the best channel to transmit to the base
between nodes. We study a model of an ad hoc network wheve  gatinn. Diversity gain arises from the fact that, in a system with

nodes communicate in random source—destination pairs. These anv users whose channels vimdependentivthere is likel
nodes are assumed to be mobile. We examine the per-sessioﬁn y u w vamglep vt IS likely

throughput for applications with loose delay constraints, such t0 be a user with a very good channel at any one time. Overall
that the topology changes over the time-scale of packet delivery. system throughput is maximized by allocating at any time the

Under this assumption, the per-user throughput can increase common channel resource to the user that can best exploit it.
dramatically when nodes are mobile rather than fixed. This gimijar results can be obtained for the downlink from the base
improvement can be achieved by exploiting a form ofmultiuser tation to th bil 11
diversityvia packet relaying. station O_ € mo ; e use_rs [11]. .
_ N ) _ Strategies of this type incur additional delay, because packets
Index Terms—Ad hoc networks, capacity, mobility, multiuserdi- - paye to e buffered until the channel becomes strong relative
versity. . .
to other users. Therefore, the time scale of channel fluctuations
that can be exploited through multiuser diversity is limited by
|. INTRODUCTION the delay tolerance of the user or application. For example, for

FUNDAMENTAL characteristic of mobile wireless applications that can tolerate delays on the order of fractions of

networks is the time variation of the channel strengtﬁeconds to several seconds, short time-scale fading due to con-

of the underlying communication links. Such time variatioﬁtruaive and destructive interfe_rence of multiple gignal pat_hs
occurs at multiple time scales and can be due to multipa‘fﬁn be taken advantage of. Inthl; paper, the focus is on applica-
fading, path loss via distance attenuation, shadowing by di2"S that are so asynchronous in nature that they can tolerate

stacles, and interference from other users. The impact of s _crHj-to—end delays of m'T‘”teS_ or even hours. On_ such a long
&]@e—scale, even more diversity gain can be obtained because

time variation on the design of wireless networks permeat work tonoloaeh ianificantl time due t
throughout the layers, ranging from coding and power contr egfla.twoé opol ogycf anghes s'?.n' 't.can one(; |m|e tue _ouse_:
at the physical layer to cellular handoff and coverage planni PPIILy. Examples of such applications inciude electronic matl,

- tabase synchronization between a mobile terminal and a cen-
at the networking layer. | datab d certain t f t notificati

An important means to cope with the time variation of thHaW a da ase, tant C_ertﬁ_ln ypes ?h etvtin no_(|j|ca 'ﬁn' i
channel is the use dfiversity Diversity can be obtained overt. et ir;:or&s rate mf IS ;?aper ta kesﬁ ' eaz ?ve rarr|1| |c|a—
time (interleaving of coded bits), frequency (combining of mulfons 1o the design ot wireless networks beyond classical cel-
I?lrlar architectures. We will focus on mobile ad hoc networks

tipaths in CDMA systems), and space (multiple antennas . . . : .
multiple base stations). The basic idea is to improve perfot at have no fixed base stations and with multiple pairs of users

mance by creating several independent signal paths between{REUNG {0 communicate W't_h each other._Gypta and Kumar [6]
transmitter and the receiver. proposed a model for studying the capacityinédad ho_c net-
These diversity modes pertain to a point-to-point link. Recemo”;f’ where n(()jders] are rangoml)(/j Io;:_atetq bl.Jt ‘?r:e |m[nob;(let.
results point to another form of diversity, inherent in awireleg’:saf: source node has a random destination In the hetwork 1o
network with multiple users. Thiswultiuser diversitys best mo- V\{h'Ch Itwants to communicate. Ev.ery.node in the network acts
tivated by an information theoretic result of Knopp and Humblgfnrlultanelousl%/ as flhsou,rce, idtest_lrr;]atlon for somlte or;[her rlﬁdte' as
[8]. They focused on the uplink in the single cell, with muItipIéNe as reiays for otners: packets. Tne main resuit snows that as

users communicating to the base station via time-varying fadi numtbe(; OfPOdﬁs pegugt arqe.m(cjreases, the throughpltJtlp elfk
channels. To maximize the total information theoretic capaci purce-to-destination (S-D) pair ecreases approximately fike
/+/n. This is the best performance achievable even allowing

for optimal scheduling, routing, and relaying of packets in the
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contrast to the fixed network scenario and the dramatic pehannel gain from nodeto nodej, such that the received power
formance improvement is obtained through the exploitation af nodej is F;(t)~;,. At time ¢, node:i transmits data at ratg
the time variation of the users’ channels due to mobility. Weackets/s to nodg if

observe that our result implies that, at least in terms of growth

rate as a function oi, there is no significant loss in throughput Pi(t)vi; (t) > 3 L
per S-D pair when there are many nodes in the network as No+ 1> Pu(t)v(t)
compared to having just a single S-D pair. A caveat of this feti

result is that the attained long-term throughput is averaged O({%ﬂere/} is the signal-to-interference ratio (SIR) requirement for

the time-scale of node mobility and, hence, delays of that or ccessful communicatioN, is the background noise power,

will be incurred. : - ;
: and L is the processing gairof the system. For a narrowband
In the fixed ad hoc network model, the fundamental perfog; o7 — 2 while fc?r% spread-sz)/ectrum CDMA systein
mance limitation comes from the fact that long-range dire '

ication bet irs is infeasible d larger than 1. In this paper, we only consider large-scale path
communication between many user pairs is infeasible due|fQq cparacteristics in the fading channel model. The channel
the excessive interference caused. As a result, most comm

. . . in is given b
cation has to occur between nearest neighbors, at distances of g y

orderl1/+/n, with each packet going through many other nodes 1

(serving as relays) before reaching the destination. The number i (8) = m

of hops in a typical route is of ordgyn. Because much of the ’

traffic carried by the nodes are relayed traffic, the actual usefuhere« is a parameter greater than 2.

throughput per user pair has to be small. Packets can be transmitted directly from a source to its desti-
With mobility, a seemingly natural strategy to overcome thisation or they can go through one or more other nodes serving

performance limitation is to transmit only when the source ara$ relays. We assume each node has an infinite buffer to store

destination nodes are close together, at distances of bfgét. relayed packets. At any timtgaschedulechooses which nodes

This is reminiscent of the Infostation architecture [4], wherwill transmit packets, which packets they will transmit, and the

users connect to the infostations only when they are close bpwer levelsF;(¢) at which the packets are transmitted from

However, this strategy turns out to be too naive in the presamde:. Note that the scheduler implicitly specifies arelay policy,

situation. The problem is that the fraction of time two nodes ags the scheduled transmissions can be from source to destina-

nearest neighbors is too small, of the ordet pt. Instead, our tion, source to relay, relay to relay, or relay to destination.

strategy is for each source node to split its packet stream to a3 he objective of the scheduler is to ensure a high long-term

many different nodes as possible. These nodes then serve astim@ughput for each S—D pair. More precisely, consider a sched-

bile relays and whenever they get close to the final destinatiaring and relay policyr. Let A/ (¢) be the number of source

they hand the packets off to the final destination. The basic ideade packets that destinatiod(s) receives at time under

is that since there are many different relay nodes, the probabilitglicy «. Given the random trajectories of the users, we shall

that at least one is close to the destination is significant. On tbay a long-term throughput af») is feasible if there is a policy

other hand, each packet goes through at most one relay nadguch thafor everyS—D pairi we have

and, hence, the throughput can be kept high. Although the basic ,

communication problem is point-to-point, this strategy effec- L1 ”

tively creates multiuser diversity by distributing packets to many limin T Z MF(t) 2 An). @

different intermediate nodes that have independent time-varying =1

channels to the final destination. We note that the throughput(») is a random quantity as it
depends on the random locations of the users. The performance
Il. MODEL criterion is in terms of a throughput level common to all S-D
pairs. The indexing by the system sizeemphasizes that we
The ad hoc network consists@hodes all lying in the disk of are interested in studying the asymptotic behavior hecomes
unit area (of radiug /\/7). The location of theéth user at time large.
t is given by X;(¢). Nodes are mobile, and we assume that the Our model basically follows the one used in [6], except that

process{ X;(-)} is stationary and ergodic with stationary disthe nodes are mobile as opposed to fixed.
tribution uniform on the disk; moreover, the trajectories of dif-

ferent users are independent and identically distributed (i.i.d.). . RESULTS
We now describe the session model. We assume that each of _
then nodes is @ourcenode for one session anddastination A Fixed Nodes
node for another session. Let us stipulate that the source nodEirst, we review results of Gupta and Kumar [6]. The node
¢ has data intended for destination natl¢). We assume that positions{ X;} are i.i.d. and uniformly distributed in the disk of
each source node has an infinite stream of packets to send taiig area, but fixed over time. The destination for each source
destination. The S-D sassociation does not change with timede is a randomly chosen node in the network and the des-
although the nodes themselves move. tinations are all chosen independently. The following results
We next describe the transmission model. At (slotted) timegeld upper and lower bounds on the asymptotically feasible
t, let P,(t) be the transmit power of nodeand-,;(¢) be the throughput.
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Theorem llI-1 (Main Result 4 in [6]): There exists constants Proof: Writing down the SIR inequalities, we get for every

¢ and¢’ such that i € S(t)
. cR . . Bi)i, i) (#) > 3
lim Pr{)\(ﬂ) = Jilen is feaS|bIe} =1 MNtI Y ROman® 2/
and kES(t), ki
/ I .
nliigo Pr {)\(n) _ f/g is feasible} —0. This is equivalent to
P ()i, 50y (t) S BL
Thus, within a factor of/log n, the throughput per S-D pair No+1 ¥ Put)wm®) ~ B+L
goes to zero likek/+/n in the case when the nodes are fixed. keS()
This result can be intuitively understood as follows. Every b§ubstituting
has to travel at least the distance that separates its source from
its destination. It may travel this distance either through a single g (£) = 1
direct transmission or through multiple transmissions via relay * |Xs () — X;(B)]>
nodes. .
Assume for simplicity that all transmitting nodes transmit ar® obtain the bound
the same poweP. Let us focus on the transmission from a node 1X(8) — X ()]
1to anodej. From (1), it is can be seen that transmission fiom
to j will be unsuccessful whenever there is another transmitting < g+ L Pi(t) 3)
interfererk with distance X, — X;| < (3/L)/*|X; — X;|. In AL No+l Y e
other words, there cannot be another sender in a disk of radius KES(t) =X 0
proportional to the transmission distaricé, — X;|. Hence, a B+ L Pi(t)
(successful) transmission over a distamcigcurs a cost pro- =5 N a2 (4)
portional tod* by excluding other transmissions in the vicinity No+ ¢ (%) kgg:(t) Bi(#)

of the sendet. In order to maximize thé&ransport capacityof
the network, i.e., the total number of meters traveled by all t@mce|Xk(t)— ()] < 2/4/7. Summing over all active S-D
bits per time unit, it is therefore beneficial to schedule a Iarqﬁirs at timef, we obtain

number of short transmissions. The best we can do is to restrict

transmissions to neighbors, which are at a typical distance (iz | X (t) — X0 (8)]®

1/+/n. The transport capacity is then at mqgk bit-m/s. As ics@)

there are: sessions, each with an expected distance (@, it S P
follows that the throughput per session can at begst{de/ /). B+L st ’ 12 B+L
< < 20{ —
3L 1 (mye/? - 3
B. Mobile Nodes Without Relaying AL No+1 (%) kgg:(t) Pr(t) £

The reason why the throughput for fixed nodes goes to zero . .
is that the number of relay nodes a packet has to go throuvg\;’(ﬁmh proves the lemma upon setting
scales as/n. However, in our model of mobile nodes, any two o —apB+L
nodes can be expected to be close to each other from time to B =2 B
time. This suggests that we may be able to improve the capacity
by not relaying at all and only letting sources transmit directly u

to destinations. We now show that without relaying, there is noThIS lemma _sh(:_ws .th?t t_rt1ednburr_1bterfof smultgneouti Ioc?_g-
way to achieve (1) throughput per SD pair. range communication is limited by interference. Since the dis-

We first need the following lemma. This fact is already estad"c® between the source and destinatiof () most of the

lished in the proof of [6, Th. 2.1(ii)], but we include the prooiIime, this limitation in turn puts a bound on the performance of
here for completeness ' ' any strategy which uses only direct communication.

Lemma IlI-2: Consider a scheduling policy that schedules Theorem li-3: Assu_me_ that the policy is only allowed_to .
direct transmissions only. Fix an arbitrary timé.etS(t) be the schedule direct transmission between the source and destination

set of source nodes that are scheduled successful transmisg%%es' .., that no relaying is permitted.clfs any constant

to their respective destinations. Then satisfying
1/(14a/2)
Z |Xi(t)_Xj(i)(t)|(y <B c > |:2°‘ <1+§) W—a/ij—/i;L:|
i€S(t)
then

where
Pr {A(n) = cn~ (/DR g feasib|e} -0
B oog—a2l L .
o 8 for sufficiently largen.
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This result says that without relaying, the achievablié
throughput per S-D pair goes to zero at least as fast as o
n—1/(1+a/2)), . [QQ <1 N z) a2 /3+L} (1/(1+a/2))
Proof: We will argue by contradiction. Fixa> 0 and a @ B
policy 7 that schedules direct transmission only, and supposga
throughput of\(n) = en=(/(+2/2) R is feasible. Focus on a

source node, and let4z(:) be the set of time instants up until _ “FH(en” (/U2
timeZ" where node is scheduled successful transmission to the nlggo n . zdF(z) > B
destinationd(). By definition of feasible throughputs,
A ()| where
.. T _ o
liminf =2 > e (1/(+a/2)). (5) B ge a2 Bt L
Consider the process p
o Hence, for sufficiently largen, inequality (6) contradicts
Dit:I Xit—Xxi 4 5 t21,2,.... . . .1
() := | X:(8) o10] Lemma llI-2. For sufficiently largen, the probability that
By stationarity and ergodicity of this process, (5) implies that—(1/(1+2/2) R is a feasible throughput is zero. (]
almost surely The intuition behind this result is that if transmissions over
Fl(en (/e /20y long distances are allowed, then there are many S—D pairs that
lim inf L Z Dy(t) >/ 2 dF(2) are within range; however, for the reasons discussed in the
T—oo AR (i) ~Jo fixed-node case, interference limits the number of concurrent

. ) o ) transmissions over long distances; the throughpumtisrfer-
where I is the cumulative distribution function (cdf) of theence |imitedOn the other hand, if we constrain communication
random variableD; (#). This holds for all source nodésSum- 4 neighboring nodes, then there is only a small fraction of S-D
ming over alli, we have pairs that are sufficiently close to transmit a packet. Hence, the

18 F~1(en~(1/(+e/2))y throughput igdistance limitedTheorem 1l1-3 gives the optimal
o1 N  dF (s : :
liminf z_; te;(‘) Dy(t) _n/o zdF(z) throughput given these two constraints.
C. Mobile Nodes With Relaying

. Pt (en— (/a2 In _the previous sect_ior_1, we haye seen that_ th_e throughput per
Iiminfl Z Z Di(t)>n/ 2 dF(2). session decreasefs Wt_ﬂmf only direct transmissions bet_ween
T—oo T ~Jo sources and destinations are allowed. If we want to increase
throughput beyond this limitation, we have to find a way to com-
Here S(t) is the set of source nodes which are scheduled suaunicate only locally (to overcome the interference limitation),
cessful transmission by the policy at timieThe last inequality while making sure that there are actually enough sender—re-

which is equivalent to

t=1 {CS(t)

in turn implies that there must exist a timesuch that ceiver pairs that have packets to transmit (to overcome the dis-
F=1(en=(1/(+a/2))) tance limitation). Direct communication does not suffice; we
Z Di(r) > n/ zdF(z). (6) need todo relaying.
iE€3(r) 0 Theorem Ill-4 demonstrates that it is, in fact, possible to

schedule®(n) concurrent successful transmissiopsr time
slot with local communication. However, the question is how
we should forward packets between sources and destinations
Pr{D;i(t) < 2|X;)(t) = 2} = - such that we can make use of these trqnsmissions. We propose
to achieve this by spreading the traffic stream between the
the probability that nodéis within a neighborhood of radius  source and the destination to a large number of intermediate
from noded(<). Hence relay nodes Each packet goes through one relay node that
lim F(Z)/Zg/a tempora_rily _ buffers_ the packet until fina_l d_elivery_ to the
z2—0 destination is possible. For a source—destination pair S-D, all
) the othern — 2 nodes can serve as relay nodes. The goal is
= lim 2~ /a/ Pr{Di(t) < 2|X;;(t) = «} dx that in steady-state, the packets of every source node will be
vep distributed across all the nodes in the network, hence ensuring
:/ lim »2/® Pr (Di(t) < 2|X;0(t) = 2} dw == that every node in the network will have packets buffered

Conditional onX;;)(t) = = in the open diskD, it holds that

for 2/ < |7~ 1/2 — g

cp =0 ’ destined to every other node (except itself). This ensures that a
where the interchange of limit and integration follows from th&cheduled sender—receiver pair always has a packet to send, in
Dominated Convergence Theorem. contrast to the case of direct transmission.

Substituting this into the integral in (6), we get The question is how many times a packet has to be relayed in
ey order to spread traffic uniformly to all nodes. In fact, as the node
I F™ (en ) dF(») — ctte/? location processegX;(t)} are independent, stationary, and er-
s 0 2dP(z) = 7o(142/a) godic, it is actually sufficient toelay only onceThis is because
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the probability for an arbitrary node to be scheduled to receive ;
a packet from a source node S is equal for all nodes and inde- A
pendent of S. Each packet then makes two hops, one from the Vi o
source to its random relay node and one from that relay node to rd
the destination. As no packet is transmitted more than twice, the / 8
achievable total throughput 8(n).1 /! @ ™

We now make the above argument rigorous. We first exhibit ]

a scheduling policyr to select random sender—receiver pairsin | ﬁ
each time slot, such that all the pairs can successfully transmit ol o o

in time slotz. We will then use this policy as a building block to [ . -
achieve®(1) throughput per S-D pair for large [

The scheduling policyt is as follows. Let us focus on a par- ! = =2 ®
ticular time slott. To simplify notation, we will drop the time ! ° »
indext in the following discussion. We fix aender densitpa- W o
rameterf € (0, 1). We randomly designates = 6n of the : o
nodes as senders in each time slot and the remainingodes . o
aspotentialreceivers. Specifically, we randomly pick one out
of (n"S) equally likely partitions of the: nodes into the set of
sendersS and the set of potential receiveks Each sendernode _, | L0 ey itted by th t0.a close-by rel

. . . . g. 1. n pnase 1, each packet Is transmittea by the source to a close-by relay
transmits packets to its nearest neightamong all nodes iR,  node.
using unit transmit power/, = 1). Among thens sender—re-
ceiver pairs, we retain those for which the interference gener-
ated by the other senders is sufficiently small that transmission :
is possible. LetV, be the number of such pairs. Theorem llI-4 o N
shows that the number of feasible sender—receiver péirs e h &
©(n). Note that the set of sender—receiver pairs is random and i ; o
that it depends only on the node locatigs; }. J p = 2

Theorem llI-4: For the scheduling policyr, the expected o .’ S

numberE[N,] of feasible sender—receiver pairgd¢n), i.e., { & o '

E[V]

Fa]

lim

Furthermore, for two arbitrary nodéand;, the probability that Ve g b U":
(4, j) is scheduled as a sender—receiver pa®($/n). ! - ﬁ

We can now apply this scheduling poliey to our basic _— ‘
problem. The overall algorithm is divided into two phases: 1) e ol ¥ - » o
scheduling of packet transmissions from sources to relays (or L
the final destination (cf. Fig. 1) and 2) scheduling of packet not & relay i
transmissions from relays (or the source) to final destinations
(Cf. Fig. 2)_ These two phases are interleaved: in the evBid 2- Inphase 2, apacketis handed off to its destination if the relay node is
. . . - . close by.
time-slots, phase 1 is run; in the odd time-slots, phase 2 is run.

In phase 1, we can apply the scheduling poficto transmit
packets from sources to relays or destinations. In phase 2, wéet us analyze the throughput per S—-D pair under this two-
again apply the policy, but this time to transmit packets fromphased scheme. As only depends on node locations and be-
relays to final destinations (or, as in phase 1, from a source dause the node locatiodsy;(¢)} are i.i.d., stationary, and er-
rectly to the destination). More specifically, when a receiver godic, the long-term throughput between any two nodes is equal
identified for a sender under, the sender checks if it has anyto the probability that these two nodes are selected lag a
packets for which the receiver is the destination; if so, it wifleasible sender—receiver pair. According to Theorem IlI-4, this
transmit it. It should be noted that every packet goes throughpaibbability is©(1/rn). Now, for a given S-D pair, there is one
most two hops: it is transmitted once in phase 1 from its sourd&ect route anch — 2 two-hop routes which go through one
to an intermediate relay and once in phase 2 from a relayrelay nodeR. The throughput over the direct routedg1/n).
the final destination. We allow for packets to be directly trang-or each two-hop route, we can consider the relay nddes
mitted from their source to their destinations in both phasesafsingle server queue (cf. Fig. 3). Applying Theorem IlI-4, we
a sender—receiver pair happens to be a source—destination padér that both the arrival rate and the service rate of this queue
as well. is the same an®(1/n). Summing over the throughputs of all

L _ _ then — 1 routes, it can be seen that the total average throughput

It should be emphasized that packets aoécopied at a source and sent

along different two-hop routes; rather, the overall packet stream is split acr&%r. S__D pair 'S@(l) We haV? proved the following theorem,
the different routes. which is the main result of this paper.

=¢>0. (7)
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T > \/. N

| |
Source § o . DestinationD | _',"u-- Ji"" |

. £ i
- ; - l 1 - F I| l|'

T Direc! iramsmission \\_- ¥ / \ «*’f;;

Fig. 4. Anillustration of random variables used in the proof: sender location
U, receiver locationV,.(1), received signal powe€);, scaled distance to

random receiveZ;, and scaled interfering sender distaidge
Fig. 3. The two- phase scheduling policy viewed as a queuing system, for a

source—destination pair: in phase 1, a packgtiatserved by a queue of capacity
©(1) and is forwarded either to the destination or to one of 2 relay nodes 7 < (7r_1/2 — |u|) lies entirely inside the unit disk (cf. Fig. 4).

with equal probability. The service rate at each relay nide ©(1/n),fora  Then. for every: > = and for allj, we have
total session rate &b (1). ' - Js

phase ¥ phaso §

{7, - _— ) — Pr L -1/
Theorem 1II-5: The two-phased algorithm achieves a PriZ; > 2|U; = u} = Pr {WJ ul <= }
throughput per S-D pair aB(1), i.e., there exists a constant — 2/ @)
¢ > 0 such that i '

) _ . . _ Conditional onl/; = u, the random variables;’s are i.i.d. By
nlggo Pri{(n) = ¢k s feasiblg = 1. a standard result on the asymptotic distribution of extremum of
i.i.d. random variables [1, pp. 258-260], the extrem@m of

Note that the largest possible throughputis ¢/2. Wenow i 4 random variables whose cdf satisfies

prove Theorem IlI-4.

Proof: We consider a fixed time. LetUy, ... U, be the
random positions of the sendersdnLet Vi, ..., V,,,. be the nr—oo 1 — Fy(kz)
positions of nodes in the receiver §&t These random variables
are i.i.d. uniformly distributed on the open disk of unit area. F&atisfies
each node € S, letits intended receiver(s) € R be the node .
that is nearest te among all nodes ifR. Jhm  Pri{@; < an,z} = exp(=27") (10)

We now analyze the probability of successful transmission
for each chosen sender—receiver pair. By symmetry, we o&herea,,,, is given byFZ—1(1 —1/ng) = (7np)*? = [(1 -
just focus on one such pair, sgy, 7(1)). The event of suc- #)7n]*/2. Thus, the asymptotic distribution 6§; conditional
cessful transmission depends on the positidns. .. U, and on U; = u depends only on the tail of the distribution of the
Vi, ..., Vo, LetQ; be the received power from sender néde Z,’s and is given by
at receiver node(1), and

=k 9)

lim Pr{Q; < a,,z|U; =u} = Fg: (x) (11)
Qi = |U; = Voy|™® e

o whereQ?, has a cdf
The noder(1) satisfies

_ 2/a >0
r(l) = arg min Uy = V. Fo. () = {exp( ), =
J

The total interference at nodg¢1) is given byl = >_, ., Q;. Hence, for every: > 0, we have
The SIR for the transmission from sender 1 at receig) is

given by lim Pr{Q: < an,z}
1
SIR = No+ L1 = lim Pr {1 < ap,z|U; = u} du
0 T, n—oo [.ep
We now analyze th mptoti ndil .
NOWe ow analyze the asymptotics @f and/ asn — — /,Dnh—lgoPr{Ql < angz|U; = u} du = Fo. ().
we
Q1= ;_max, Z; The interchange of limit and integration follows from the Dom-
ST inated Convergence Theorem. We conclude that

whereZ; = |U/; — V;|~2. Let us first condition o/, = u

for some in the open disk. A disk centeredaiand of radius [(1- e)m]—“/QngQZ. (12)
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We now turn to the interference= "%, @;. Conditional they have shown that, provided > 2, the capture probability
onV,q = u, we observe that for # 1, Q;s are i.i.d. and have of the nearest transmitter to the base station does not go to zero
the same distribution as th# s conditional ori/; = u. Hence, as the number of interferers become large. A similar result has
the distribution of; conditional onV;..;y = « has the same tail also been obtained by Shepard [10]. Although these results
as given in (8). From the theory of stable random variables [Biay seem surprising on first sight, they are all based on the
pp. 448, Th. 2], it follows that, conditional d.;;) = «, following property: if Wy, ..., W,, are i.i.d. random variables

such that the cdf'(w) decays slower than ! asw — oo,
9 —a/2 9 —a/2 > then the largest of them is of the same order as the sum. In the
|:7TF <1 — —) ns} 1= |:7TF <1 — —) 971} I=1I;,  context of our problemW;s are the received powers from the
@ (13) transmitting nodes.
wherel’ has the stable distribution with characteristic exponent The téchnical complication in the proof of Theorem I1l-4 is
2/c and does not depend an due to the fact that both the distribution of the received power

Again, the asymptotic limit above depends only on the tail $fom the sender and the distribution of the interference depends
the conditional distributions of the individual;s, which does ©On the location of the receiver. This is primarily due to the edge
not depend om.. Using a similar argument as above &, we €ffects of the disk, and this dependency would not be present
conclude that (13), in fact, holds unconditionally. if, for example, the nodes are randomly located on the surface

Finally, we claim that the signal pow}; and the total in- ©f @ Sphere. Fortunately, in the regime we are interested in, the
terferencel are asymptotically independent (although they a@Symptotic distributions depends only on what happens in the
in general not independent for finite)). The argument is as local nelghborhoqd arpu_nd the receiver, and this is independent
follows. Equation (13) implies that the total interferentés Of where the receiver is in the open disk.
asymptotically independent &f.(,,, since the limiting distribu-  Our channel model considers only large-scale path-loss char-
tion of I conditional onV,;, = u does not depend om Note acteristics (power decay with distance), but does not include
also that, conditional oH,;, U; and! are independent. Hence,Multipath fading or shadowing effects. Hajekal. [7] showed
in fact, I is asymptotically independent of the pé&if., V,.(1)). that the limiting probability of capture in their problem depends
But the signal powe®, is a continuous function df; andV,.(;) only on the roll-off exponent, but not on these other channel
and, hence, by the Continuous Mapping Theoréand@, are effects even when they are included. While their results are not
asymptotically independent. directly applicable to our setting, we nevertheless believe that

Combining this last fact with (12) and (13), we get the resulifis robustness property to other channel effects carries over.
on the probability of successful transmission from node 1 to

@

noder(1) D. Distributed Implementation
o) Although in our problem formulation we allow for central co-
Pr{SIR > 8} = Pr {m > /3} ordinated scheduling, relaying, and routing, it should be noted
L

that the algorithm obtained in the constructive proof above can
be implemented in a completely distributed manner. At each
time instant, each node can randomly and independently de-
cide whether it wants to be a sender or a potential receiver. Each

—>Pr{§2§ >/3*}>0 (24)

(a3

where sender then seeks out a potential receiver nearest to it, and at-
tempts to send data to it. In an even phase, senders only forward

g = B {L r <1 B z)} /2 (15) packets from sources to relays, and in an odd phase, they only

T L|1-96 forward packets from relays to destinations. The access is unco-

ordinated; in fact, multiple senders may attempt to transmit to

wherel'(s) = [;° 2°~'e™" dx is the standard gamma functionthe same receiver. Whether a sender is “captured” is a random
The last inequality follows from the fact th&t, andi’ can be event, much like standard MAC random access protocols. What
chosen to be independent aff has infinite support. our analysis showed is that the probability of success is reason-

Therefore, as there ares = 6n senders attempting to able even in a network with many users.
transmit, the expected number of feasible sender—receiver pairblote that the two-phased algorithm used in the proof was
is E[N,] = 6n - Pr{SIR > j}, i.e.,¢ = 6 -Pr{SIR > f}. chosen for mathematical convenience. As the capacity in both
Furthermore, ag only depends on node locations, and as thghases is identical, the expected delay experienced by a packet
node locationd X; } are i.i.d., the probability of success of anyfrom source to destination would actually be infinite even for
specific sender—receiver pair is equal and, tligl,/»). This a finite number of nodes if the capacity of the first phase
completes the proof. m s used fully. It is straightforward to fix this problem, e.g., by

The essence of the proof of Theorem IlI-4, and the furalowing both source-to-relay (S—R) and relay-to-destination
damental reason why we can ha@n) concurrent nearest (R-D) transmissions to occur concurrently, but giving abso-
neighbor transmission, is the fact that the received power at thee priority to R—D (phase 2) transmission in all scheduled
nearest neighbor is of the same order as the total interfereseader—receiver pairs. A detailed study of local scheduling
from ©(n) number of interferers. A similar phenomenon hastrategies and their impact on end-to-end delay is the subject
been observed by Hajek al.[7] in the cellular setting, where of future work.
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Fig. 5. Example of a random topology with = 1000 nodes for sender

densityé = 0.41. Senders are depicted as squares, receivers as circles. Aline . . .
connects each sender to its closest receiver. density has to be small. For large interference is more local-

ized, and the optima and the maximum throughput are larger.

E. Numerical Results F. Sender-Centric Versus Receiver-Centric Approach

We have exaf‘"””ed the throughp_ut capaci'g_/ both through "in the proof of Theorem Ill-4, we have used@nder-centric
\r?e?gc:lj?xaslgzggg ﬁr-g]eaizyt?r%tsuﬁ Siﬁgga;g?o%fr;iz?rrnende :pproach, in that it is the senders that select the closest receiver
kpt loai ' 9 0 send to. We could also have considerebeeiver-centric
wovrv ﬁpo og|eT. ted th totic fracti ¢ foasibl ._approach, where each receiver selects the closest sender from
¢ have evaluated the asymptotic Iraction of feasiole Wﬁ'righich to receive. It might seem that the situation is symmetric,

fotr tr}e speceﬁl ;:]asle :L4 bfj(':a#?)etf'c(;;‘]thgls ce_ltshe, g}le normalize nd that a similar proof would carry through to arrive at the same
interferencel;, has a Lévy distributioh[9], with ¢ result. However, this is not the case.

In the sender-centric approach, several senders may select the
Fr(z)=2 [1 -Q < I )} (16) same receiver. This is not problematic from a technical point of

view. By analogy, in the receiver-centric approach, itis possible
that several receivers select the same sender. We can either as-
ume that the sender has to select only one receiver to which to
- : nd to, or we can assume that a sender is indeed able to gen-
Monte-Carlo simulation. . . ) erate signals for several receivers. Both assumptions lead to dif-
We have compared the fraction of feasible pafreor § = culties in an analogous proof. Under the former assumption,

) N i fi
6 dB andL = 1 predicted by our model with simulations basedve have to account for the elimination of sender—receiver pairs

onn = 1000 nodes (cf. Fig. 5). The S|mulat|on results are a5ecause the sender has to be unigue; simple worst-case bounds
eraged. over 20 random topologies. Fig. 6 shows the simula be found, but turn out to be too crude to improve upon the
nor:jnatl|z(jeg t?r:oughputtfc:l_z - ZHSi;nEI j’%?d th_e throughpdmsender-centric capacity. Under the latter assumption, we have
predicte ti; te asyr:lr? otic T(t) el r_d I gre_ |sv|e:_ygoo ﬁo account for the fact that a single sender can generate several
agreement between the analytical modef and simufation resuJﬁit—powerinterference signals (or analogously, the fact that the

i It 'IS ewgenéfrom t?ﬁ f;gure_thgt, glt\;]ezmt,r;[herehex?té'lsﬁart] 9P~ gesired signal is only a fraction of unit power). We have not
imal sender densit§ tha maximizes the trougnput.tistoo  ¢onq g elegant way to integrate these complications into the
small, then we do not exploit the potential for spatial channchove proof

:jeus_e. If9t|sTtr(])o Iartge,eét’heQ Fhe Tte(zjrferen(;:e pOVY:er becolrlnes tOOHowever, note that the receiver-centric approach is preferable

. (imlfnan ' I'e (')tp 'tr;: 0 \;_lolushy eplen S Oni_' orsmtz;\] “ interms of the SIR for ainglereceiver. The reason is that in the

interference limits the spatial channel reuse. Hence, the sendelo; e _centric approach, the signal from the selected sender is
2There is no closed form for the distribution or density functionloffor ~ always the strongest. {fQ; } are the received powers from the

gege_rab_z; onlé/ the Laplace transfg;m of its density is known explicitly [3], [9] ¢ senders, then the received signal pOWGIn'tS((Qi), while

and is given by, (s) = exp(—s/). _ the remaining:s — 1 signals are interference. On the other hand,
3Th_|s can_be seen by comparing _the Laplace transform_ of the density _of non-the sender-centric approach used in our proof. the designated

negative strictly stable random variables in [3, p. 448] with the expression pp proor, g

the characteristic function of general stable random variables in [9, p. 5].  receiver is selected as the maximum ofratependenset{ Z; }

where@)(.) is the standard Gaussian cdf, with= 1/2.3 Itis
therefore straightforward to numerically evaluate (14) throu



GROSSGLAUSER AND TSE: MOBILITY INCREASES THE CAPACITY OF AD HOC WIRELESS NETWORKS 485
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0.0 Fig. 8. How relaying can create multiuser diversity.
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According to Theorem 1lI-3, it is impossible to support a high
throughput per S—D pair by direct communication even if trans-
mission is scheduled only when sources and destinations are
0 0.1 02 03 o4 03 06 07 08 °¢  close by each other. Instead, this basic idea has to be combined
with a two-hop relaying strategy to achieve high throughput.
Fig. 7. The normalized per-node throughput for teeeiver-centriccase, as Our solution exploits a form ofmultiuser diversity and is
afunction of the sender densfyfor different values of. best visualized in Fig. 8. Focusing on a specific S—D pair, the
direct point-to-pointlink is a statistically poor channel, since
of ng random variables, whet8; has identical distribution as it is only strong a small fraction of the time (when the source
Q; 4 The received signal powerisax(Z;), and the interference and destination are close by). By using all the other nodes in
power is> @; (where the sum is overs — 1 terms). the network as relays, however, communication between the
Let us assume first thdt= 1/2, i.e.,ns = ng = n/2. The source and destination is now performed through two “mul-
power of the received signal is the maximunmgfi.i.d. random tiuser” links: a “downlink” from the source to all the relays, and
variables in both cases; hence, they are distributed equally. Haw “uplink” from the relays to the final destination. Due to a
ever, the interference in the receiver-centric case is stochasultiuser diversity effect, the throughput of the “downlink” is
cally smaller than in the sender-centric case: in the former, thiggh: at any one time, there is likely to be a relay node close to
interference is the sum afs — 1 random signal powers, whereaghe source, to whom the source can transmit information. Simi-
in the latter, it is the sum ofis random signal powersinus larly the throughput of the “uplink” is also high: at any one time,
the strongest of these signafBherefore, the SIR for the re-there is likely to be a relay node close to the destination, from
ceiver-centric approach is larger on average than in the sendehom it can receive information. Hence, the overall throughput
centric approach. We have simulated the normalized per-nddenuch higher than that of the direct point-to-point link. This
throughput for the receiver-centric approach as shown in Fig.ig in essence statistical multiplexingeffect due to the fact that
As expected, the throughput is slightly higher than in the sendéhiere is a large number of users in the network.
centric approach. It should be noted that the view of diversity here is very dif-
ferent from the more traditional technique path diversity
I\V. DISCUSSION In path diversity routing, copies of the same packets are for-

The central philosophy behind this work is that the delay toY\_/arded_anng dlﬁerent_r_outes to provide redundgn_cy against
ncertain channel conditions and network connectivity. In mul-

erance of applications can be usefully exploited in a mObirﬁlserdiversit routing, each packet is sent along only one route
wireless network. This philosophy has been embodied in e?r— y 9 P g on'y

lier work on thelnfostation[4], designed for delay-tolerant data 0 take advantage of the closeness of the relay node.
applications. An Infostation is a high-speed wireless base sta-

tion that does not provide ubiquitous coverage but only allows a V. CONCLUSION

mobile user to communicate when the user is nearby. The moti-

vation is that if delay is unimportant, then capacity for an user is In this paper, we have examined the asymptotic throughput

maximized by using the entire transmit power budget when tﬁapac:ny of large mobile wireless ad hoc networks. Our results

user is close to the base station. and no power when the us sﬁlgw that direct communication between sources and destina-

i : ! P . $loRs alone cannot achieve high throughput, because they are
far away. This strategy is motivated by an information theoret{go far apart most of the time. We propose to spread the traffic
result on point-to-point fading channels [5]. .

The work on Infostation focuses on point-to-noint links ito intermediate relay nodes to exploit the multiuser diversity
P P 'benefits of having additional “routes” between a source and a

isolation and aims to maximize link throughput for a given,~ = " - .

X estination. Two-hop routes are sufficient to achieve the max-
power budget. In contrast, the work presented here shifts the : o -
imum throughput capacity of the network within the limits

emphasis to the network view dhterference management. : . . .

. S . imposed by the interference model. This explains the dramatic
between many concurrent point-to-point links (S-D pairs). . .

erformance improvement over a fixed ad hoc network, where

4gnoring edge effects. ©(y/n) intermediate relay nodes are necessary.

0.02 /7
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The improvement in throughput is dramatic, but we would [4] R. Frenkiel, B. R. Badrinath, J. Borras, and R. Yate, “The infostations

like to emphasize that this result is obtained under several
idealistic assumptions. In particular, we assume the completeES]
mixing of the trajectories of the nodes in the network. It would
be interesting to study how much throughput can be achieved
when nodes have less random mobility patterns. Recent resultge]
suggest that high throughput per S-D pair is still achievable[7]
even when the nodes’ mobility is much more constrained [2].
Specifically, it was shown that if each node is restricted to 8
move along a randomly placed line segment, the per-node
throughput capacity is stil®(1). Thus, the two-dimensional
mobility pattern assumed in the present paper is not a necessar[)g]
condition for the result to hold. [10]

This paper focuses on the performance metrithodughput
without taking into consideratiodelay. The delay experienced [11]
by the packets under the strategy proposed in this paper is large,
increasing with the size of the system. As such, the result should
be viewed as a theoretical one. What the theory does suggest is
that for delay tolerant applications, there is ample opportunitv
to trade off delay and throughput by exploiting mobility. The
result of this paper can be considered as an extreme poin
the tradeoff, without any constraint on the delay. With a tightt
delay constraint, the maximum achievable throughput mt
decrease. It would be interesting to characterize the optin
tradeoff between throughput and delay and to determine
kind of strategies that achieves this tradeoff.
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