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Abstract

IP multicast offers the scalable pointto-multipoint delivery necessary for using group
communication applications on the Internet. However, the IP multicast service has
seen slow commercial deployment by ISPs and carriers. The origina! service modsel
waos designed without o clear understanding of commercial requirements or a
robust implementation strategy. The very limited number of applications and the
complexity of the architectural design — which we believe is a consequence of the
open service model — have deterred widespread deployment as well. We exam-
ine the issues that have limited the commercial deployment of IP multicast from the
viewpoint of carriers. We analyze where the model fails and what it does not
offer, and we discuss requirements for successful deployment of multicast services.

ince its introduction [1], IP multicast has seen slow
commercial deployment in the Internet. Although it
has been available through the experimental Mbone
" for a number of years, it is just beginning to see com-
mercial support from carricrs, Internet service providers (ISPs),
and common operating systems. IP-based networks offer point-
to-multipoint and multipoint-to-multipeint best-cffort delivery
of datagrams by means of the IP multicast service and architec-
ture,! The current service model in IP multicast was defined
without a commercial service explicitly in mind, which is one
possible rcason for its slow deployment. Although cach of these
issues is the subject of current research efforts, the service
model and architecture do not efficiently provide or addrecss
many features required of a robust commercial implementation
of multicast. Some of these issues include:
* Group management, including authorization for group cre-
ation, receiver authorization, and sender authorization
* Distributed multicast address allocation
* Security, including protection against attacks on multicast
routes and sessions, as well as support for data integrity
mechanisms
* Support for network management
Consequently, the current IP-multicast architecture
deployed by carriers and ISPs to compensate for these issucs
is complex and has limited scalability. Trying to generalize

! By architecture, we mean the set of protocols supported by the IETF and
vendors to realize the service model.

and commercialize multicast from the current service model
and protocol architecture is difficult, and, in the worst case,
adverscly impacts the long-term success of multicast.

In this article we examine, from the viewpoint of ISPs and cat-
riers, the current IP multicast service model and the issues that
have limited the commercial deployment of TP multicast. We dis:
cuss the motivations of ISPs and users for using multicast. We
show where the architecture has become too complex, which ser-
vices are not addressed by the model, and what is required for
long-term successful deployment of multicast service.

The goal of this article is not to prove or show that the cur-
rent model is wrong, Rather, it is to show that the open multi-
cast service model and the complexity in providing the
necessary functionality for ISPs are limiting the possibility of
Internet-wide multicast.

In the next section we review the current service model and
the architecture that supports it. We then analyze the motiva-
tions of ISPs and customers for using a multicast service.
Next, we examine the difficulties ISPs have had with the cur-
rent model and architecture. We discuss the functionalities
that are lacking from the service model, and propose alternate
services models that are more aligned with commercial
deployment. Finally, we offer our concluding remarks.

IP Multicast
The Current Service Mode!

IP multicast is based on an open service model. No mecha-
nism restricts the hosts or users from creating a multicast
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group, receiving data from a group, or sending data to a
group. The notion of group membership is only a reachability
notion for receivers and is not meant to provide any kind of
access control. As with all IP datagrams, multicast datagrams
are best-cffort and unreliable. Each multicast group is named
by a class-D multicast address (which is, in fact, a name [2]).

To receive data from the multicast group, hosts must join
the group by contacting their routers using the Internet
Group Management Protocol version 2 (IGMPv2) [3]. Once a
host joins a group, it receives all data sent to the group
address regardless of the sender’s source address,

Hosts can send to a multicast group without becoming a
receiver; such hosts are often referred to as non-member
senders. Multiple senders may share the same multicast
address; whether those sources share a single multicast rout-
ing tree or have separate trees leading to the receivers is
dependent on the multicast routing protocel. Senders cannot
reserve addresses or prevent another sender from choosing
the same address. The number of hosts joined te a group as
receivers is dynamic and unknown. The status of entities (i.e.,
sender, receiver, or both) is unknown. In sum, an [P multicast
group is not managed.

The connections between the routers that form the multicast
spanning tree are maintained by a multicast routing protocol.
Many such protocols have been proposed and are in use today
on the Internet. They include (but are not limited to) Distance
Vector Muiticast Routing Protocol (DVMRP) [4], Multicast
Open Shortes Path First (MOSPF) [5], Protocol Independent
Multicast Sparse Mode (PIM-SM), PIM Dense Mode (PIM-
DM} [6-9], Core-Based Trees (CBT) [10], Ordered CBT
(OCBT) [11], HIP [12], and Border Gateway Multicast Proto-
col (BGMP}) [13]. As we will see next, the deployed architec-
ture has tended toward just a few protocols.

The differences in these protocols lies mainly in the type of
multicast routing trecs they build. DVMRP, MOSPF, and
PIM Dense Mede build multicast spanning trees that are
shortest path from each source. PIM-SM, CBT, OCBT, and
HIP build multicast spanning trees that are shortest path from
a known central core, also called a rendezvous point (RP),
where all sources in the session share the same spanning trece.
{(PIM-SM is a complicated protocol that at times builds
source-rooted shortest path trees,) CBT, OCBT, BGMP, and
HIP build bidirectional shared trecs: packets from each source
are disseminated along the tree starting from any point. PIM
Sparse Mode uses a unidirectional shared trec, where packets
are sent first to the core, which then sends packets down the
multicast spanning tree to all participants of the session,

The Current Architecture

The de facto architecture in routers today is based on
IGMPv2, DVMRP, MOSPF, and PIM-SM, coupled with the
Multicast Source Discovery Protocol (MSDP) [14] or Multi-
cast Border Gateway Protocol (MBGP) [15]. DVMRP,
MOSPF, and PIM-SM are limited in applicability to
autonomous systems and administrative domains. Interdomain
multicast routing is largely managed by MSDP.

IGMP is used by hosts to announce their interest in recciv-
ing a multicast group to edge routers, These edge routers use
multicast routing protocols to form multicast spanning trecs
through the Internet, IGMPv1 [1] was proposed in conjunc-
tion with DVMREP, the first multicast routing protocol.
IGMPv2 [3] adds fast termination of group subscriptions and
is an IETF standard. IGMPv3 [16] is a work in progress. It
allows receivers to subscribe Lo specific sources of a particular
multicast group.

DVMRP is a flood-ard-prune protocol. The source of a
multicast group floods the entire domain with multicast data-

grams, which also serve to announce the existence of the
group, Datagrams that do not arrive at a router on the reverse
path interface back to the source arc ignored, and a prune
message is sent in reply to the neighboring router. End
routers that do not service any hosts interested in receiving
the multicast group also prune back the spanning tree.
DVMRP was never meant to work beyond a small
autonomous domain because its flooding mechanism does not
scale to the entire Internet. PIM Dense Mode is very similar
in operation to DVMRP, except it is independent of the
underlying unicast routing protocol.

MOSPF is based on OSPF routing mechanisms. Group
membership information is flooded throughout the network,
and per-soutce trees are computed by each router using link-
state routing information available from OSPF. Similar to
DVMRP, MOSPF is regulated to intradomain scenarios.

PIM-SM (which is similar to PIM Dense Mode only in
name) is basced on the concept of RPs, predefined points in
the network known by all edge routers. Edge routers with
attached hosts interested in joining the multicast group start a
multicast tree by sending join messages on the shortest reverse
path to the RP, which instantiates a new branch of the RP’s
unidirectional shared tree, After forming a branch to the RF
of a session, the newly joined cdge routers learn of each
source joined in the same session (i.e., member senders). The
edge routcrs then switch to a shortest path tree for sources
that transmit over a certain threshold. PIM-SM builds shortest
path trees by sending join messages to cach source in the ses-
sion. The edge routers then prunc back on the RP’s tree for
that source. This results in per-source-per-group routing table
entries in the multicast irec. As we discuss later, the current
operation of PIM is different from its intended design,

If receivers using PIM-SM wish to join multicast groups with
sources located in remote domains (with remote RPs), PIM-
SM requires that the group-to-RP mapping be advertised to all
edge routers in PIM-SM domains, When crossing provider
domains, an interdomain multicast routing solution is required.
Currently, the most commonly employed solution is the Multi-
cast Source Discovery Protocol (MSDP), which distributes this
mapping and announces sources via TCP connections between
RPs. MSDP runs over a multicast-capable Border Gateway
Protocol (commonly known as BGP4+4+ or MBGP) [15], which
is a set of multicast cxtensions for BGPv4 that scparates uni-
cast and multicast policy. We discuss MSDP in detail later.

Because there is no standard, globally recognized method
of allocating addresses uniquely in the current model, the
Internct Engincering Task Force (IETF) is experimenting
with static allocation of blocks of multicast addresses. This
scheme is often referred to as GLOP [17]. This experiment
should last until May 2000, when it is expected that protocols
developed under the Multicast Address Allocation Architec-
ture (MAAA) [18)] will be implemented.

In the near future, interdomain multicast is expected to be
managed by BGMP [13], an interdomain protocel used to
manage interoperability between multicast routing protocols
in different domains. It uses bidirectional shared trecs
between domains and relics on MAAA protocols or GLOP to
designate the core domains of multicast groups, and to solve
address allocation and core placement. (In BGMP and HIP,
entire domains act as cores.)

The right side of Fig. 1 illusirates the IP multicast architec-
ture. Interdomain support, if present, is based on MSDP or
BGMP, which rely on MBGP. Intradomain multicast routing
trees are built by CBT, PIM-SM, or PIM Dense Mode, which
rely on the prescnce of an underlying unicast routing protocol.
MOSPF relies specifically on OSPF. DVMRP includes its own
unicast routing protocol. Hosts ask routers to join multicast
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groups with IGMP, Multicast address allocation is not defined
in the IP multicast scrvice model. Presently, allocation
defaults to the static GLOP model. An alternative proposed
option is the combination of MADCAP, AAP, and MASC
that makes up MAAA. Session announcement may be per-
formed with SAP. Reliable multicast protocols provide error
correction and congestion control for multicast sessions. Not
shown are group-key disiribution protocols, which manage
shared encryption koys across large receiver sets to provide
recciver authorization services. On the left side of Fig. 1 are
corresponding unicast protocols.

An in-depth description of the TP multicast architecture,
including the history of its design and deployment, is available
elsewhere [19].

Motivations and Requirements

Multicast is included with the standard set of protecols
shipped with most commercial routers, but most IP carricrs
have not yet enabled the service in their networks, A number
of issues have stalled the widespread use of multicast. We
preface a discussion of what has stalled multicast deployment
with a review of the applications that are driving multicast and
the requirements of ISP customers,

Market Motivations

Businesses have been encouraged to connect to the Internet
ISPs by the phenomenal success of unicast-based ¢-mail and
Web applications. However, general users of the Internct (i.c.,
receivers) will not drive Internet-wide multicast connectivity.
The usc of multicast results in bandwidth savings that make it
an attractive scrvice mainly to sources and administrators of
low-capacily domains, such as corporate networks. Receivers
do not carc whether they receive their audio streams from uni-
cast or mufticast, As reccivers, they require the same amount
of bandwidth that they would obtain with unicast transmission
(this argument may be gencralized to other aspects such as
real-timeliness or quality of scrvice)}. Morcover, users will find
unicast delivery a more stable service at this point.

Sources require multicast so that they may scale their ser-
vices to extremely large audicnces. Low-capacity domains
require multicast only when many redundant high-bandwidth
streams threaten the capacily of incoming links. For example,
many employces in a company may choose to all receive uni-
cast streams of a popular video event, overwhelming the
incoming bandwidth capacity.

The current set of applications driving multicast deploy-
ment are typically one-to-many or few-to-few, and fall into
four catlegorics:

* Audio and video distribution, also referred to as Webcast-
ing, involves one source sending real-time audio and video
over the Internet to one or more receivers simultaneously.
Many Web sites have already made vidco distribution an
integral part of their content.

* Push applications (information delivery) allow individual
users to select from a varicty of information or content
bundles, called channels. This information is then automati-
cally spooled and pushed to them at regular intervals.
PointCast is an example of an cxisting push application.
This application is always downloading information, up to
100 kbytes/hr, even if the user is otherwisc occupied and
not actively reading the information. Because of this, the
impact of unicast bandwidth for PointCast and others like it
has been substantial and troublesome for corporate net-
works. Companics that provide push technelogy are looking
for ways to conserve bandwidth to kecp corporations from
banning these applications entirely.
Audio and vidcoconferencing and group collaboration
applications build on the capabilities used for Webcasting,
but allow users to interact with each other. However,
because of gocial issues, these applications, which appear to
be many-to-many, arc in reality likely to be few-to-few, or
multiple instances of one-to-many.
File transfer involves sending data (typically large amounts of
data) from onc location to one or more locations. As the
amount of data grows and the number of rccipients increascs,
the bandwidth requirements and the time to compiete file
transfers can become unmanageable. Multicast file transfer ser-
vices support Web caching, distributed
databases, and remote logging.

In the longer term, more applications
with more interaction among users will

Reliable

DHCP
DN:S muiticast

IANA

MADCAP/AAP/MASC,
’ GLOP

= appear. We belicve such interaction will
appear first at a low level, in streaming
applications (e.g., interaction with the
content}), and then with the deployment

RTP/
SDP | Rrcp

CTCP UDP

of shared virtual worlds and distributed
games. Multicast is then a mandatory

technology to allow such interaction duc

ICMP IGMP

to its scalable dissemination of data and
because it minimizes delay among par-
ticipants [20]. The scale of the multicast
groups for these applications is likely to

be tightly tied to social and human fac-

OSPF, RIP, PIM-SM, PIM-DM

MOSPF

tors issues, and should not automatical-

ly be assumed to require large-scale
DVMRP

EIGRP, etc. .
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OSPF

many-to-many multicast.

Cusiomer Requirements

MSDP, BGMP

Customer requirements and market
motivations dictate to carricrs and ISPs

| BGP

MBGP (BGP4+)

which functions to provide, and conse-
quently which service model to imple-

- ment, Commercial usc of multicast will

B Figure 1. A comparison of protocol componenis for IP unicast and IP multicast archi-

fectures,

requirc at least the same level of avail-
ability and maintainability as unicast.
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The following customer requirements can be cxtrapo-
lated from the market motivations and experiences
with IP unicast scrvices. They arc partially motivated
by the tacl that multicast is not a service which adds
valuc for the recciver:

+ ISP customers must have ubiquitous global access 03
to multicast services. This requires scalable interdo-
main access o multicast services. Access
* Multicast will be an attractive scrvice only if it is routers
casy and transparcnt to install. The [SP’s ability to
install, manage, and maintain thc multicast scrvice 1 to 0C-3
is an important customer criterion for sclecting ser- g;‘;:om@f oMY

vice providers. Similarly, setup and configuration of

Backbone
routers
(some redundant)

0C-12 to 0C-48

a multicast scssion must have low latency and be
straightforward. Network management for cus-
tomers should be easy. Corporate customers regu-
larly rely on management services to provide
granular usage statistics and billing information that can be
used to plan network expansion, bill back uscrs, and verily
service-level agreements,

* Senders expect group membership to be controlled for both
senders and receivers. For senders it is important that only
authorized sources send to a multicast group; either because
a content provider wishes to be the only source of data
being sent to the group, or because of concerns about
denial-of-service attacks via flooding. Likewise, the set of
receivers, or scope, of the group must be controlled, Note
that this may be more complex than simple time-1o0-live or
domain scoping. Sources may wish to authorize reccivers in
several domains without delivering content to the entire
Internet.

* Similarly, content providers will expect that their assigned
multicast addresses are unique (minimally, for the duration
of their session). This is for scveral reasons. First, applica-
tions will not expect data from separate scssions to arrive
on the same multicast address. Sccond, separate sessions
may have different bandwidth requirements, and if they are
on the same multicast tree, a high-bandwidth session will
drown out a low-bandwidth session unnecessarily. Finally,
placing separate scssions on scparate multicast addresses
makes notwork management easier (for tracking of prob-
lems). Other rcasons can be found.

* TFinally, reliable transmission may be required. Today it is
provided cxperimentally at the application level, but it is
unclear whether a robust, reliable multicast can be built
without support from the network.

We show why these requircments are not casily provided to
customers with the current service model.

Deployment Issues

Multicast currently relies on a protocol architecture that
requires more setup and administration than the unicast archi-
tecture. In this section we report and analyze expericnces in
deploying the multicast architecture for commercial use. Tt has
been noticed by major carricrs that the current architecture is
unstable [21]. We try to understand whether this is the result of
bugs in protocol implementations or the architecture is broken,

Router Migration

Multicast deployment at a customer’s premises is not a simplc
issue duc to the legacy of cxisting network inlrastructure, A
long-term problem for multicast deployment is that it upsets
the router migration model 1SPs follow, which is where routers
arc initially deployed in the backbonc and, over timc, pushed
toward customer access points. Figure 2 illustrates a typical
ISP point of presence (POP). Custonier access lincs are fed

M Figure 2. A Iypié-al ISP POP structure.

into edge routers, which in turn arc connccted (o higher-
capacity backbone routers. As customers acquire higher-speed
access lines, backbone routcrs arc migrated toward customers’
access points to handle the higher-speed access lines, Newer
routers that support even higher bandwidth arc added to the
backbone. In other words, routers are gencrally installed in
the backbone and pushed toward customer access lines as
technology moves forward.

Multicast upsets this model because older hardware gener-
ally does not support multicast. When there are no software
upgrades offerced, the routers are forced into carly retirement.
Companies rely on the depreciation of their hardware’s value
in their business models, However, removing hardware for
upgrades prevents a normally available tax write-off of the
depreciation. Furthermore, the natural cycle of cost of migra-
tion results in the use of equipment longer than a simple
medel of its value would predict. Hardwarc is typically
removed when the cost to remove and replace it is less than
or equivalent to the cost to maintain or upgrade vital compo-
nents that would make the hardware support new [catures.

FYor example, deploying native support for multicast for
dialup customers might require replacing dialup servers
before their fully depreciated valuc can be written off, and
before their planned longevity as part of the network infras-
tructurc. In some cascs, multicast is provided by forcing
dialup customers to send multicast datagrams encapsulated in
User Datagram Protocol (UDP) packets to a proxy, which
then muliicasts the data to receivers,

Router migration has another implication for multicast
architecture designs. New routers that are deployed in the
backbonc arc generally Yess intelligent routers, lacking compli-
cated services such as congestion and admission control.
Routers that are simple and unintelligent can handle higher-
capacity traffic more efficicntly. Therefore, complex services
like multicast would be better deployed in the edge routers,
but replacing such routers upsets the business modcl, There-
fore, both backbone routers and edge routers resist multicast
deployment. And despite [requent software updates, multicast
will not be fully deployed in nelworks managed by carriers
beforc a new generation of routers has been instatled at all
levels of the network architecture.

Domain independence ‘
For applications with many low-rate sources, such as distribut-
cd games and DIS applications, it might be more cfficicnt to
have all sources share a tree. Such trees are more cfficient in
terms of the amount of state at routers (although not with the
data carried to reccivers [22]). Protocols like PIM-SM and
CBT werc designed to support shared trees.

However, 18Ps using PIM-SM or other RP/core-based pro-
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tocols face a number of problems regarding domain indepen-

dence. Many problems are present when RPs and their associ-

ated sources are in distinct domains;

» Traffic sources in other domains potentially require traffic
controls, such as rate or congestion control.

* An ISP that relies on an RP located in another domain has
very little control over the service its customers receive via
the remote RP.

* 1SPs do not want to be the core of a session for which they
have no receivers or sources since it is a wastc of their
resources.

* Advertisement of the address of the RP or core must occur
in a scalable fashion with low latency.

MSDP was introduced to announce PIM-SM source-to-
group mapping information so that trees could be built direct-
ly toward the source’s domain without third-party
dependencies. (This also amounts to solving the problem of
announcing RP-to-group mappings.) In MSDP, neighboring
domains (i.e., peers) announce sources to each other using
source active messages, MSDP floods source information to ail
other RPs on the Internct using TCP links between RPs. RPs
servicing receivers that are interested in a particular source
then join on the shortest path to the source.

MSDP occasionally carries multicast data within the source
active message to avoid the delay in transmitting data while these
messages are propagated, and to avoid the timeout of bursty
sources at remote RPs, TCP is used in MSDP for two reasons:
first, to ensure that source active messages containing encapsulat-
cd multicast data are deliverced in order; and second, because the
information sent may be too large for a single UDP datagram
and may arrive out of order. Unfortunately, RTCP and many
reliable multicast applications perform multicast round-trip time
estimation with low-rate session messages, but if a TCP retrans-
mit, timer is used, RTCP will return unrepresentative results for
the high-rate data flows. For this rcason, MSDP is being modi-
fied by the IETF to use unreliable GRE tunnels between peers.
Unfortunately, MSDP does not scale due to its periodic flood-
and-prunc mechanism. It also has dramatic effects on the trans-
mission delay and breaks the IP multicast service model by
carrying data over TCP. However, it does eliminate the problems
related to RPs that are not located in a source’s domain.

Specific to PIM-SM are problems due to the difference in
its deployment from its intended design. PIM-SM uses RPs so
that applications with multiple low-rate sources can benefit
from shared trees. However, deployed PIM-SM never uses
shared trees for transport for two reasons: MSDP and incor-
rect variable settings.

First, MSDP prevents the use of shared trecs between
domains. This is because when remote RPs receive source
active messages, they join directly to the source and not to the
RP of the source. Even when two sources are collocated in the
same domain, RPs in remote domains will form two separate
pet-source branches, one to each source. Accordingly, MSDP
defeats the shared tree support in PIM-SM between domains.

Second, although PIM-SM specifies that receivers should
only switch to a per-source tree when the rate of a source pass-
s a threshold, in practice major vendors have set the default
setting of the threshold to zero kb/s. With such a setting, the
following steps occur in deployed PIM. Receivers begin by join-
ing an RP’s unidirectional shared tree. Next, receivers immedi-
ately learn of all other participants in the session. Finally,
reccivers immediately form per-source trees to each participant
in the scssion. Therefore, in practice, PIM does not construct
shared trees for any source with more than ephemeral traffic.

PIM-SM was designed to support both per-source trees and
unidirectional shared trees. The deployment of PIM-SM and
MSDP defeats these design goals: deployed PIM-SM is de

facto a per-source protocol that also suffers from the prob-
lems of shared trec protocols, such as third-party dependen-
cies and RP advertisement. This sct of problems disconnects
the deployed architecturc from the intended designs.

An alternative solution to the problems of core-based proto-
cols is given by the Simple Multicast [23] model. Core adver-
tisement is left to a session discovery tool, c-mail, or Web
pages. The core of a multicast group is told to routers by hosts
by including a core-multicast (C, M) tuple in the header of all
packets destined for a particular group. The use of a (C, M)
tuplc makes the architecture simpler,

Management

Due to the complexity of the protocol architecture described
in the previous section and to the poor interoperability with
existing services, multicast is cxtremely difficult to install and
manage.

Multicast deployment at a customer’s premises is not a simple
issue due to the legacy of existing nctwork infrastructure. Prob-
lems common to multicast deployment today include firewalls
and a lack of support for network address translation (NAT).
An Internet draft on NAT has been issued [24], but is not yet
implemented as a standard solution in commercial equipment.
The main problem with most firewalls is that multicast (i.e.,
class [}} addresses are not recognized, The only solution to this
problem is to tunnel multicast packets through the firewall. This
creates a serious security hole in the system where multicast is
deployed. Until these problems can be fixed by vendors, the
solution supported by vendors to sclve firewall incompatibilities
is to use static routes to all multicast-enabled routers.

ISPs arc having a difficult time managing multicast,
although it has yet to become a popular service. While
intradomain multicast is rclatively easier to deploy, providing
interdomain multicast is complicated. Interdomain multicast
precludes complete control of the network, which makes it
difficult to debug problems. This is important with protocols
like BGMP or MSDP, which involve contact with other
domains, We review multicast management tools later.

Justifying the Cost of Multicast

Multicast is currently a service that reduces the amount of band-
width required to transport data to multiple recipients. In the
longer term, it may also be used to minimize network delays in
interactive application sessions. Multicast services are currently
significantly more expensive than unicast service, in terms of
deployment, installation at customer premises, and manage-
ment. Consequently, multicast makes sense today for an ISP or
corporate customer only when the bandwidth savings are higher
than the deployment and management costs. Cain suggests that
this is multicast deployment’s sweet spor [25], Because multicast
is more complex and more difficult to manage than unicast, it is
only cost effective for an ISP to deploy multicast and manage it
for customers when doing so saves significant bandwidth. The
swoet spot is where the additional cost of providing the service is
outweighed by the gained performance benefit.

The cost of a network service can be defined as the sum of
network-related costs (router state, processing, and signaling;
interdomain routing scalability) and management costs (easc
of deployment and maintenance in tcrms of human resources
and infrastructure). Figure 3 illustrates this principle. Unicast
is represented as a straight line because cach new receiver
adds a new cost (mostly network cost). Multicast, however,
has an initial cost higher than unicast; but the cost of adding
new receivers should not be as high as in the unicast case.
This scenarioe is ideal, and is represented as the downward-
sloping curved lines in Fig. 3. It corresponds to a group where
all members would join the same source in the same
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M Figure 3. The multicast sweet spot occurs when the perfor-
mance benefits of a new service outweigh the costs as compared
10 unicast.

autonomous system (AS). Therefore, there is an opportunity
to amortize the cost of multicast over each receiver. To date,
multicast is in fact very costly. A more accurate represcntation
of multicast may be the less optimistic second curved line:
each additional multicast rceeiver may exist in a different
domain, causing management and network costs that exceed
the bencfit of efficient multicast routing. In the best case,
multicast is advantageous to use over unicast services for low
numbers of reccivers (occurring at the interscction point on
the graph). Less optimistically, multicast requires a larger
receiver sct (possibly an order of magnitudc larger than the
optimistic casc) before there exists a benefit over unicast.

Consequently, there is an incentive for ISPs and content
providers for supporting small group sessions with unicast
rather than multicast. Broadcast.com, for ecxample, follows this
philosophy. Web cvents where the expected avdience is small
are supported by unicast connections because the bandwidth
saved is not worth the overhead of multicast management.
For events as large as the Victoria’s Sceret fashion show,
which attracted 1.5 million visitors [26], multicast bandwidth
savings were sought whenever possible. Such a large audience
has the potential to overwhelm any large colicction of scrvers
and available network bandwidth, making multicast a prof-
itable and usctul service for both servers and the network.

Cain’s sweet spot principle predicts that while the multicast
architecture remains complex and difficult to manage, it will
face ditficulty in reaching wide deployment.

The next section enumerates additional carrier and ISP
requitements not yet met by the multicast service model.
These additional requirements raise questions about whether
the complexity of a commercially viable Internet-wide multi-
cast architecture will ever be simple cnough to inspire Inter-
nct-wide conncctivity.

Functionality Not Addressed

Earlier, we reviewed market motivations that drive customer
requirements of multicast services. Then we reviewed the dif-
ficultics faced by 1SPs when deploying multicast. In addition
to these difficultics, there arc functionalitics not well
addressed by the current model and architecture, which we
analyze in this section. Many customer requircments concern
missing components of the TP multicast scrvice modcel. These
components are a prerequisite to successful commercial
deployment of multicast. We review the scriousness of these
concerns and the complexity cach adds to the current model.
For most of these functionalities, solutions cxist that are
either currently proposed for IETF standardization with no
maodification to the scrvice model, or being studied in the con-
text of a new service model.

Group Management

The current service model does not consider group manage-
ment, including receiver authorization, transmission autho-
rization, and group creation. Group management may also
include billing policy and address discovery. We address such
issues separately, choosing to define group management as
access control functions that limit who may send and receive
on a particular multicast address,

The lack of access control functions presents a danger for
companies providing content over muylticast groups as well as
for receivers that pay for a given service. Just as Web sites
require protection from hackers attempting to change the
content of a Web site, multicast-based content providers
requirc access controls as protection from cutsiders launching
a number of possible attacks, including:

* Flooding attacks, where high-rate useless data is transmitted
on the same multicast group, causing congestion and packet
loss, Flooding artacks prevent reception of data by valid
receivers. Although this is a problem for unicast as well,
multicast affords the opportunity for attacks of much larger
magnitude and scope.

* Collisions of sessions, Due to the lack of group creation
controls, two sessions using the same address can interleave
their data.

* Unauthorized reception of multicast data, including pay-for
content, such as pay-per-view cvents. This represents a
source of lost revenue for content providers. This problem
exists for unicast; however, the solutions for multicast
require group-key management, a topic which is just begin-
ning to sce solutions.

* Drowning out of authentic sources with alternate data,
changing the content of the session. This is also a source of
lost revenue,

Without access control mechanisms, such attacks are trivial
to implement.

One cnhancement over current IP group management is
IGMPV3 [16], which provides source pruning for specific mul-
ticast groups, as well as source-specific joins. IGMPv3 pre-

- vents data from cnicring the backbone when the routing

protocols support this option. Unfortunately, it is not possible
to prunc sources or have source-specific joins in shared tree
protocols, such as CBT or BGMP (although BGMP is com-
patible with Express-style multicast groups). In addition,
attacks may still be possible in the backbone with IGMPv3
when cven one receiver docs not prunc all noisy or malicious
sources. To prevent such a scenario, receivers would have to
cxplicitly subscribe to a known source list {as occurs in
Express) rather than prune noisy sources after the fact. Note
that IGMPv3 is still under development.

Sprint and UUNet have deployed multicast as a commet-
cial service. However, nothing prevents receivers from joining
any particular group other than restricting access to the Web
page that lists the multicast group address.

Multicast Security

Providing security for multicast-based communication is inher-
ently more complicated than for unicast-based communication
because multiple entitics participate, most of which will not have
trusted relationships with each other. Future multicast sccurity
should provide four distinet mechanisms: authentication, autho-
rization, encryption and data integrity. Authentication is the
process of forcing hosts to prove their identitics so that they may
be¢ authorized to create, send data to, or receive data from a
group. Authorization is the process of allowing authenticated
hosts to perform specific tasks, Encryption ensures that eaves-
droppers cannot read data on the network. Data integrity mech-
anisms cnsute that the datagram has not been altered in transit.
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W Figure 4. The chance of address collision in IPv4 with restricted
available router memeory, when all memory is allocated.

The current IP multicast service and architecture do not
mandate any authentication. Source authentication and data
integrity is possible through the services provided in IPsec, but
not receiver authentication. Furthermore, IPsec does not pre-
vent sources from sending; it just allows receivers to drop
unauthenticated packets after they are received. IPsec is not
widely deployed and is currently under study by the IETF.
Other solutions to this problem have been proposed end-to-
end and at the neiwork level.

Encryption is often cited as the appropriate mechanism to
preserve data privacy at the application level. Unfortunately,
for large heterogeneous groups, application-level key man-
agement is at best a partially solved problem. To maintain
scalability in the presence of a large receiver set, rekeying
must be done on portions of the tree [27-29). For example,
the Tolus protocol [29] protects data from unauthorized
receivers with data encryption. Unlike normal multicast deliv-
ery, Iolus has the drawback that packets may cross some links
more than once.

Secure multicast services are network-level solutions to
cnsure that multicast tree construction and delivery services
are restricted to authenticated and authorized hosts. Such
protocols are therefore more resistant to attacks, such as
denial-of-service and theft-of-service attacks. For example,
Keyed-HIP (KHIP) [27] is a network-level security scheme
that restricts subbranch construction to unauthorized domains
and hosts. KHIP provides transmissions and receiver access
control, as well as data integrity. Each packet is encrypted to
ensure data integrity,

KHIP uses a bidirectional, core-based multicast routing
tree, and lacks facilities for excluding specific sources from the
tree. In fact, all bidirectional shared tree protocols break
down into the same state as per-source trees when individual
sources must authenticate for each receiver, Cain has suggest-
cd placing authorization mechanisms at the edge of the net-
work to maintain group state in the presence of
receiver-specific source prunes [30]. However, such a scheme
maintains security at the edge routers. If the edge routers are
bypassed, unauthorized transmissions will enter the backbone.
The advantage of such as scheme is that it keeps complexity
on cdge routers and out of the backbone.

One very serious unresolved issue with multicast security is the
location of access lists. One simple model is to place control of
authorized receivers at the (primary) source of a session. Such a
model does not resolve who authorizes sources within domains -
presumably, it would be handled by system administrators - or
interdomain authorization. One alternative to source-based
authentication would be to use authentication servers.

Note that security mechanisms are often at odds with appli-
cation requirements of fast joins, pointing toward the use of
multicast groups within multicast groups [22, 31], or authenti-
cation of blocks of addresses.

Address Allocation

Because the current multicast address space is unregulated,
nothing prevents applications from sending data to any multi-
cast address. Members of two sessions will receive each
other’s data if separate addresses are not chosen. A lack of
address allocation mechanisms poses no threat to ISPs, other
than that of dealing with angry customers and carrying
unwanted data, However, address collision poses a serious
inefficiency risk for multicast receivers and can create applica-
tion inconsistencies. This is because packets from other ses-
sions must be processed and dropped.

This problem could be partially solved with proper access
controls for group creation, which would limit collisions via
sender access lists.

A proper allocation scheme would have a number of prop-
erties:

* No single user could disrupt service to other users, for
example, by allocating all addresses

* No, or negligible, delay in address allocation so as not to
delay applications

* Low complexity of implementation

* High scalability to interdomain cnvironments

* Efficient utilization of the address space

* Long-term scaling to millions of multicast groups

The chance of an address collision is very limited right now
only because multicast has yet to become a popular interdo-
main service. The average multicast-capable router sold and
deployed today has memory available for only 1000-2000
(source address, group address) entries.2 The limited memory
of routers in the current deployed Internet limits the chance
of address collision because new groups cannot be created
after memory runs out. Deriving the chance of address colli-
ston is a simple application of the “birthday problem,” often
applied to hash collisions. The chance of no collisions for X
addresses is simply (228)(228 — 1) ... (228 _ ¥ + 1)/(228),
(Therefore, the chance of a collision is one minus this value.)
For the 268 million class D multicast addresses available, the
chances of collision are limited to 0,78 percent for memory
that can hold 2K addresses. However, if multicast becomes
more popular (and routers reserve more memory for multicast
addresses), the problem of multicast allocation will become a
serious issue. For routers with memory that can store just 8K
addressecs, the chances of a collision when all addresses are
used increases to about 12 percent, Figure 4 shows the graph
of the probability of a collision of addresses given a limited
amount of router memory (in units of addresses).

Currently, there are four alternatives to the current model
for address allocation:

* MAAA [18]
+ Static allocation and assignment [17] (referred to as GLOP)
* Per-source (or channel) allocation as proposed by the

Express [32] model (or in a similar way by the Simple Mul-

ticast [23] protocol)
* IPv6 addressing [33]

MAAA’s design emphasized the efficient use of a dynami-
cally allocated address space at the cost of complex design.
GLOP uses AS numbers as the basis for restricting addresses
available to demains. GLOP is a short-term experiment to be
reviewed in May 2000. IPv6 drastically increases the address
space at the expense of changing IP packet structures,
although IPv6 was designed to be incrementally deployed in
the Internet. IPv6 is a major rework of IP, but does provide

2 As discussed earlier, deployed PIM-SM shared-tree (*g) entries do not
save sltate because of the automatic switchover to shortest-path (s,g) by
receivers upon joining the tree.
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sufficient unique addresses to make address allocation easy.
IPv6 and Express solve all requirements, requiring a change in
current packet header formats for IPv6, and the deployment
of IGMPv3 for Express. {(Simple Multicast would also require
changes to packet-header formats.)

MAAA is the most complex of these choices. It consists of
three protocols connecting hosts, domains, and multicast
address allocation servers. Hosts request addresses from
servers using the Multicast Address Dynamic Client Alloca-
tion Protocol (MADCAP) [34]. The servers inform each other
of claimed address blocks using the Address Allocation Proto-
col (AAP) [35]. The allocation of addresses between domains
is handled by the Multicast Address Set Claim (MASC) [36]
protocol. Bven if MAAA scalability issues can be solved by an
appropriate implementation, MAAA does not address
whether enough muylticast addresses are available in the cur-
rent addressing scheme if multicast becomes a popular inter-
domain service. MAAA and GLOP could also create the
same kind of problems as class-based allocation of IP address-
es, i.e., fragment the address space and create starvation.

Express is an alternative to the IP-multicast model that uses
a per-source, channel-based model [32]. Each channel is a ser-
vice identified by a tuple (S,E) where § is the scnder’s source
address and E is the express destination address (i.c., a class-D
address). Only S may send to (8,E) because receivers sub-
scribed to (S,E) are not subscribed to (§8",F), for some other
host §’. Thus, data transmitted from two sources to the same
address E is only sent to receivers subscribing to both sources.
Similarly, Simple Multicast proposes designating addresses as a
{core, class-D address) model for the purposes of core adver-
tisement for shared trees. The scheme in Simple Multicast is
not meant to address source authorization, Regardless of pur-
pose, sach a tuple solves the allocation problem since address
allocation is local to the core or source S listed.

One small problem with Express results from each host
using a different multicast address (unlike the current model,
where even per-source trees have the same class D address).
The session can no longer be identificd by a common address
among sources. For example, in a distributed game, many
users are the source of data. This problem can be solved at
the application level by using an alternate identificr. A more
serious limitation of Express is that receivers must explicitly
learn of every source in the session (whereas this is taken care
of implicitly by routers in the case of PIM-SM or CBT using
the traditional IP architecture).

The IPv6 addressing scheme offers 2120 multicast addresses
for world wvse, driving the chances of collision fo near zero,
IPv6 offers a number of other advantages, and is already sup-
ported by an application programming intcrface (API} in
UNIX and Microsoft WindowsNT operating systems. For an
IPv6 router with space for 1024K addresses, the chance of a
collision is less than 10-2* percent.

Furthermore, an Express-like scheme can be used in IPv6.
If a domain of the source aggregator (i.e., the first part of the
IPv6 address) is placed in the first part of the 120-bit multi-
cast address, domains can claim implicit ownership of address
spaces. Ownership of multicast addresscs within a domain can
be managed with AAP or a similar protocol.

Using IPv6 satisfies most, if not all, of the properties for a
good allocation scheme, and is already supported by vendors
and the IETF,

Network Management

Network management refers to the debugging of problems
that occur with the multicast tree during transmission, and the
monitoring of utilization and operation patterns for the pur-
pose of network planning. The current tools for debugging

multicast are all freeware developed as needed by MBonc
users. Commercial toolkits for multicast network management
await widespread deployment of multicast. However, such
tools are a crucial part of multicast deployment since deploy-
ing multicast without them is likely to generate less than satis-
factory customer experiences.

The current set of programs available for multicast man-
agement includes Simple Network Managemcent Protocol
(SNMP)-based applications, Mrinfo, Mtrace, RTPmon,
Mhealth, Multimon, and Mlisten. Almeroth has an excellent
survey of these tools and of the issues involved in multicast
network management [37],

Also available is the RouteMoniior, a too] that measurcs
the stability of routes on the MBone [38]. RoutcMonitor
counts the number of times distance metrics for each DVMRP
router change in a given period. An MBGP RouteMonitor is
under development.

Finally, the Multicast Route Monitoring (MRM) protocol
[39] is under devclopment by the TETF. MRM is an SMNP-
based tool that has special provisions for collection of SMNP
managément information base (MIB) data over a multicast
tree in a scalable fashion. Most of these tools are academic
protoiypes; nonc of them arc robust enough to support com-
mercial deployment. They only partially address the various
issues in monitoring and debugging, and cannot identify all
problems related to the current protocol architecture.

Billing for Multicast Services

Although the multicast service model does not define any sup-
port for multicast billing, it is not clear that there is a need in
the short term. Today, Sprint provides multicast to its cus-
tomers at no charge. This makes sense to the extent that it
provides savings on backbone costs as compared to multiple
unicast streams in one-to-many applications. As discussed ear-
lier, multicast is a service that is nseful mostly to content
providers and not to general Internet receivers. Pricing
schemes and business strategies reflect this.

UUnet advertises its multicast pricing as a comparison against
flat rate unicast pricing [40]. UUnct multicast is priced as a flat
rate service that is independent of the number of receivers. Cus-
tomers of UUnet (i.e., sources) choose among six discrete band-
widths and monthly charges: 5 kb/s at $2200; 10 kb/s at $4300;
25 kb/s at $10,900; 35 kb/s at $15,200; 64 kb/s at $27,000; and
128 kb/s at $34,000 [40]. UUnet should be deploying multicast
data streams up to 1.5 Mb/s shortly. The UUnet multicast ser-
vice is called UUcast and is not a native multicast implementa-
tion. UUcast sources unicast data to a proxy, which then
multicasts the data over UUnet’s (or a partner’s) backbone on
to receivers. By mixing unicast and per-source multicast, UlUcast
solves some of the deficiencies of the service model. However,
UUcast is not interoperable with native multicast services, such
as those implemented by Sprint and other carriers,

Additional Services

Additional services that might be offered by a commercial

multicast service and support architecture, although not as

vital as the above requirements, includes the following; these
services arc often analogous to existing unicast scrvices:

* Service-level agreement (SLA) and virtual private network
{VPN) management. SLAs include guarantees on network
availability and latency, and notification of when SLAs are
not met. VPNs use a public infrastructure such as the Inter-
net to provide secure communication.

¢ Network performance measurement. Providing measure-
ments to senders allows applications to adjust properly to
network conditions; for example, mcasurements of the
highest transmission delay among members of the group.
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* Subcasting, Many cfficicnt rcliability and congestion control
protocols rely on or make use of subcasting. Subcasting is
useful for receiver-based scoping [22].

* Congestion control. Without congestion control, multicast
sessions threaten to unfairly overwhelm well-behaved TCP
connections. Many proposed solutions address this problem
at the transport layer, or directly at the application layer
(e.g., laycred multicast). It might be the case that network-
level congestion control is the best solution; this issuc
requires more study. ‘

*+ Low-latency interdomain routing. Routing between domaing
should be as immediate as intradomain routing from a data
transmission standpoint.

* Unidirectional links. Multicast should work efficiently on
unidircetional links and with unicast topologies. Satellite
links are unidirectional and form asymmetric routing paths,
They arc alrcady an important element in the delivery of
audio and video content.

Alternate Service Models

The current multicast service model is inherently complex.
Many of the featurcs that invoke problems are designed to
support applications which are not widely popular today, such
as multiplayer games and distributed simulations. On the
other hand, the service model does not support well the appli-
cations we know to be of immediate interest, such as the dis-
tribution of streaming media, This is because the model is not
restrictive enough, For example, the service model allows mul-
tiple senders but does not provide authorization mechanisms,
Onc consequence of this is that we have seen nonstandard
deployments, which may eventually discourage software devel-
opers from writing multicast applications. For example,
UUnect has not deployed standard PIM; they have deployed a
proxy-based version in order to control sources.

In order for multicast services to remain manageable by I1SPs,
and for multicast to remain a standards-based service, we sup-
port breaking the deployment of the model into single-source
and multipecr parts. We view such a separation as temporary,
and it would casc ISP issues with deployment until multipeer
services mature to a point where their designs arc scalable and
manageable. Furthermore, some common functions that do not
exist in the current model must be added to both of their parts,
These functions have been discussed in the previous scction;

+ Address allocation

* Access control

* Interdomain management

The ability of the proposed model to easily implement each is
discussed in the following sections. Note that solutions to the
problem of address allocation is independent of the choice of
single-source or multipeer models,

A Single-Sender Service Model

Single-source Internct multicast is a much simpler paradigm
to support than multipeer scrvices, and can be deployed suc-
cessfully right now, Moreover, the driving applications to date
are one-to-many, including file transfers and streaming multi-
media. Multicast services should initially be deployed around
these applications. Additionally, single-source, source-rooted
muiticast is well supported by ATM networks, whercas shared
trees arc not,

The single-source service model requires a simpler architec-
ture, There is no third-party problem, and scalability can be
maintained by protocols that build routing by means of explic-
it-join signaling to the source, as suggested by Express. With
only ene source, routing can always be shortest path back to
that source. Complex protocols like the automatic PIM-SM

changeover or MSDP peering are unnecessary for single-
sourcc applications, RPs or corcs are not necessary. Pricing
should be easier to manage since it can be compared against
unicast streams, which is not the casc with the multipeer scr-
vice model. Authorization of the source can be provided and
checked by border routers in remote domains and edge
routers in the source’s domain, Receiver authorization can be
provided by group-key distribution protocols,

Single-source multicast is well supported by the source-
rooted Express model. Express is compatible with the current
Internet, since its required functions have been well anticipat-
ed by IGMPv3. Edge routers can send source-specific (S,G)
joins using IGMPv3 for designated Express multicast groups,
IGMPv3 is still under development, but Express has already
been allocated a space of experimental addresses by the Inter-
net Assigned Numbers Authority (IANA) for which joins
from receivers are expected on a per-source basis [41]. The
convention of forcing receivers to specifiy exact sources must
be enforced by routers for Express to work properly.

Interdomain issues are also simple to implement by this
meodel, since the notion of a core or RP does not apply to the
single-source model,

The Multipeer Service Model

Architectures for multisender applications that require multi-

peer multicast arc not as well understood as single-source

models. Multipcer sessions based on shared multicast trees

are either bidirectional or unidirectional from a known core.

Because such treces are not shortest path to a main source,

they must be centered at some advertised core, or at a domain

acting as a core, This presents a number of problems not pre-

sent in the single-source tree scenario:

* The core must be advertised or discovered,

* The core must be “well located.”

* Secondary cores must cxist so that one ISP is not responsi-
ble for the robustness of the entire session.

The current architecturc addresses these problems with

MSDP and GLOP and, in the futurc, with BGMP and MAAA.

An alternate idea is to usc a core-multicast (C,M}) tuple, as
proposed by the Simple Multicast [23] protocol. Simple Multicast
decouples core allocation from routing, and relies on application-
level mechanisms to choose and advertise core information. The
(C, M} tuple in packet headers would also require some protocol
to allocate addresses from a remote core. Presumably, this would
also occur out-of-band and at a higher level. ‘

It is not clear whether multisender applications will require
a shared-tree model; the trend in such applications is that all
data is not usually wanted by or useful to all receivers [22].
Remember that shared trees carry ail data to all receivers,
and therefore waste bandwidth on unwanted data,

Sender authorization and authentication are more difficult in
the multipcer shared-tree model, and are not addressed by any
implementation. In the simplest case, once a sender is autho-
rized to send, all receivers in the group must accept the sender,
If not, receiver-speeific prunes cause the amount of state in the
tree to increase toward per-source state. An alternate solution is
to prune sources at the end routers using the IGMPv3 protocol
[16]. Nevertheless, such mechanisms stitl allow data to travel
through the network, and would not truly prevent denial-of-ser-
vice attacks or unauthorized senders. Placing gateways at border
routers would prevent traffic from entering domains, but would
not prevent this traffic from congesting the backbone.

An additional unknown is who controls sender access to the
group. If it is a centralized site, that site ropresents a single
point of failure. Tt is likely that such functionality will be collo-
cated with the core or distributed with a set of cores, adding
additional overhead and coordination among remote domains.

86

IEEE Network ¢ January/February 2000



1# multicast

to support many-to-many applica-
tions, the architecture has become
cumbersome and at times defeated

itself. For example, MSDP supports
PIM RPs, but prevents the creation of
bidirectional shared trees across
domains.

We have shown that from a carrier
standpoint, deployment that supports
the per-source model makes more
sense for robust, simple, and scalable

multicast scrvices to all customers.
We are not suggesting that cfforts

toward multipeer multicast halt. We
suggest only that commercial deploy-
ment begin with the well-understood
source-rooted onc-to-many model
and architecture, even if the implica-

tion is an incrcase in multicast rout-
ing tables at routers.
Table 1 shows a comparison of the

features offered by IP multicast and
two recent proposals that rely on a
different service model. As stated,
Express supports the single-source

W Table 1. A comparison of multicast service models.

The multipeer service model is consequently more complex
to realize, and scems to offer less robustness and scalability to
carriers and ISPs,

Conclusion

After a long period of very useful experimentation using the
MBone, commercial deployment of multicast services has begun.
In this article we cxamine the issues that are limiting deployment,
The initial design of multicast was motivated by the need to
support one-to-many and many-to-many applications in a scal-
able fashion. Such applications cannot be serviced efficiently
with unicast delivery, The commercial design of multicast must
now include the market requirements of ISPs and their cus-
tomers. ISPs require a service and a protocol architecture that
arc easy to deploy, control, and manage, and scale well with
the growing Internet. ISP customers cxpect to be the sole own-
ers of multicast addresscs, if only temporarily, to be protected
from malicicus network attacks and thefts ot service and con-
tent, and to be able to correct network problems quickly. A
deployable architecturc should be driven by these concerns.
The current architecture does not consider these concerns
well. It lacks simple and scalable mechanisms for supporting:
* Access controls, including group creation and membership
* Security, for protection against attacks to the routing and
data intcgrity of multicast datagrams
*+ Address allocation, including all the properties listed ecarlier
« Network management; such tools are not well developed at
this stage
Many of the mechanisms in the current architecture that
address these issues do so too broadly because they consider
both the multipeer and single-source models. The applications
most popular today are onc-to-many, such as file transfer,
streaming media, and information push. Many-to-many applica-
tions at this point mainly consist of less popular DIS and
scrverless multiplayer games. (Currently, serverless architee-
tures are not a eredible commercial model). Conferencing over
the Internet remains few-to-few but is currently better sup-
poried by unicast, as Cain’s sweet spof predicts. By attcmpting

model, and Simple Multicast sup-

ports the multipeer model, which we

discussed in the previous section.
Both solve the address allocation problem by using an extend-
ed address space. Alternatively, a transition to IPv6 multicast
would also solve address allocation problems by reducing the
chance of address collision fo ncar zero.

We propose that a service model for multicast be defined
that supports carricr, ISP, and market requirements, A new
protocol architecture, eventually bascd on emerging solutions,
could be designed and deployed, coexisting with the current
deployment of IP multicast, Interoperability with the current
protocol architecture, and with PIM and IGMP in particular,
should be preserved.

Otherwise, the current deployment strategy threatens to
compromise the success of multicast as a service that adds
value to the Internct and significantly delay the deployment of
applications that would benefit from multicast, such as media
streaming and intcractive applications,
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