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Abstract

The paper deééribes techniques for performing serial processing on the
type of semantic network exemplified by NETL. They make use of an indexing
scheme that can be based on semantic clustering. The basic algorithm is
aimed at performing:fast intersection operations. It is claimed that the
scheme is suitable for its current application in text processing. The
semantic criteria for clustering that have been' tried are briefly
described. Extensions of the scheme are suggested for use witﬁ large

networks,




1. Introduction

This paper describes techniques for performing marker propagation
processing on a certain class of semantic networks. The processing and
data structures to which these techniques are applicable are exemplified

by Fahlman's NETL system [1].

Fahlman [2] proposes a hardﬁare design for performing such processing
efficiently. Woods [4] makes use of a hypothetical parallel machine
structure when describing some algorithms for KL-ONE. The software scheme
described here is aimed at makiﬁg this type of processing tolerably
efficient for small and medium sized networks on conventional serial

machines. It is based on an indexing method that uses clusters of nodes. An

efficient scheme is needed for  experimentation with network

representations and for processing usefully large bodies of knowledge.

The basic scheme has been implemented for the memory component of an
experimental text processing system. Suggestions are also made for

extending the algorithm for operating on large networks.,

2. Processing model assumptions

It is assumed that the network being processed has a small number of
link types. A 'market propagation’ is an operation that takes an initial
set of no@es and traverses the network from these nodes following links of
some specified type, and marking, with a specifie marker, all the nodes on
the paths that are followed. We need to be able to selectively address the
set of nodes marked with a given combination of markers. Such a set may
form the result of a sequence of marker propagations, or the initial set
for a markér propagation, Addressing the set éorresponds to finding the
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intersection of sets of nodes which possess different markers.

The structure that will be imposed by clustering is not part of the
network representational formalism and is only concerned with matters of
efficiency; thus it should not be confused, for example, with partitioning
as used by Hendrix [3]. However, the efficiency issues being addressed are
relevant to different representational formalisms that u-se the type of

processing model dependent on marking outlined above.

Processing the network with markers tends to lead to performing a large
number of operations of the following two types: marking a node; -and
testing a node, i.e. comparing the markers oﬁ a node with a given
combination of markers. These will be referred to as 'primitive

operations'. It is assumed that a small, constant, effort is required for

performing primitive operations,

3. Intersection algorithm using clustering

Suppose we have partitioned the nodes of the network into cluste;"s of a
chosen fixed size., The nodes in each cluster are then linked to a newly
ereated cluster node with s.pecial clustering links. The cluster'nodes are
then clustered themselves, and this is repeated until there is"‘only one
node, the 'apex', to be clustered. The resulting tree structure is a
'pyramid! with the' network nodes as its base and successive clusterings

forming higher levels parallel to it.,

When any network node is marked, all the cluster nodes above it are also
marked with the same marker. The network nodes with a given combination of
markers can now be found by starting at the apex and following the
combination down through the cluster nodes to the base.
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Thus in order to reach the intersection set corresponding to the
required combination we will only examine the network nodes in clusters
that have a node markéd.with each of the markers in the combination. This
means, in particular, that the number of network nodes examined will be
bounded above by the cluster size times the number of nodes in the
smallest marked set. On the other hand if the nodes in the marked sets
happen to be unions of clusters then only the nodes in the intersection
will be examined. An upper bound on the number of primitive operations
needed for finding the intersection of a number of marked sets ,is O(m log
N) where N is the number of nodes in the network and m is the size of the
smallest marked set. However, this is only approached when m is small
compared to N and the set is badly correlatéd with the clustering. It is
possible for the number of operations performed by the algorithm to be
proportional to the size of the intersection set, which of course is‘ fhe
minimum. How closely this optimél growth rate is approached, on average,

depends on how the clustering correlates with the marked sets.

4, Some comparisons

Fahlman characterizes his hardware scheme as being able fé perform,
quickly, certain types of intersections. The desigﬁ allows direct hardware
addressing of sets of nodes with particular combinations of markers. It is
not possible for a serial machine to perform marker propagations and
addressing operétions as quickly as the NETL machine, but cluster-based

processing is suitable for simulating such parallel hardware.

Fahlman points out that the standard serial algorithms for finding the
intersection of two sets represented as lists require an effort of at
least 0O(n') where n' is the length of the shorter list. As just noted
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cluster-based intersection may imply less effort,

The géin with clustering comes from excluding areas of the network that
need not be searched. The size of the gain depends very much on how
clustering correlates with marked sets. Different criteria for clustering
that have been tried are deseribed in the following section. Note that if
an intersection is constrained further by another marker, which does not
mark the smallest set, then performing the intersection is faster for the
clustering algorithm but slower for the standard one. This behaviour of
the clustering algorithm seems natural and desirable., In addition,
distinguishing clusters which have all their members marked with a marker

allows us to make use of the pyramid when searching for nodes satisfying

marking conditions that are more general than simple intersections, but

this will not be discussed here.

5. Clustering criteria

We would like marked sets to correlate with elustering as well as
possible. The results of marking and intersection operations are not
affected by thevclustering methods used. Hence we need not worry here
about the formal properties of a particular clustering but only the
éfficiency to be gained from it. In the implementation of the experimental
memory 'component two 'semantic' clustering eriteria were tried, and

compared with clustering in a random manner,

In one semantic method the order in which the nodes are chosen for
clustering is the same as'the order in which the nodes are created. The
majority of nodes in the network will be created as a result of processing

input files written by the person who constructs the knowledge base. The




order of statements in these files tends to clump. semantically ‘close’
information together, in a manner presumably related to the constructor's

model of the knowledge being represented.

The other  semantic method depends on so-called specialization
hierarchies determined by links of certain types. The cluster order for
nodes is the depth first search order starting from the top of the
specialization hierarchy, of the subnetwork formed by these links.
Specialization hierarchies are of course part of the representational
formalism, but they have been used as the basis for clustering because
they are heavily exploited during processing, in a way:similar to the use

of VC links for implementing virtual copies in NETL [11.

When a new node is added to the network it is assigned to a cluster. The
choice of cluster is determined by a function that is consistent withlfhe
clustering method being applied. Clusters are allowed to grpw to a maximum
size, new clusters being ecreated when this size is -exceeded. It is not
necessary to perform any special actions when a node is deleted. The whole
network can be reclustered after a large number of updates has taken

place,

The three.clustering method s, 'ereation', 'specialization', and 'random!,
have been tried with a small network database having about 200 nodes. The
. humber of primitive operations that were executed when using the network
was counted. This confirmed the expected result that random clustering was
the least efficient, whereas specialization ‘clustering led ~to the
execution of the least number of primitive operatioﬁs. The small size of
the network means that the results of these test runé cannot support any
strong conclusions. Note, however, that an appropriate semantic clustering
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becomes more advantageous than random clustering as the size of the
network grows. It proved to be fairly easy to determine a good initial

cluster size experimentally. This was 8 for the test network.

6. Types of propagations

The way in which the network is used for text processing leads to a
distinction between 'temporary' and ‘context' markers. These can be
characterized hére as follows, Temporary markers are used- transiently
~ithin a sequence of propagations, while context markers can participate
in more than one such sequence. Thus a set of co.nte’xt:*mar'ker's can be
intersected with the séts of nodes output by each of several sequences of

propagations,

Unfortunately particular propagations using temporary markers may have _

to be repeated. In order to reduce the effort that this implies, the types
of propagations that start at a single node and are expected to encounter
a large number of branches are recorded at these nodes. These propagations

are therefore performed only once.

During the processing of paragraphs of text we can expect to make
frequent use of context markers, and usefully take advantage of recorded
marker propagations._’l‘his means that the effieciency of performing network
opérationls depends largely on how fast intersection sets can be reached.
The algorithm based on clustering would therefore seem to be suitable for

this application.




7. Cluster propagations for large networks

The scheme described applies to network processing where the dominant
operation is interseétion° However it can also be adapted to alleviate the
cost, for very large networks, of marking large areas with temporary
markers. Thus we could perform ‘approximate’ marker propagations on a high
level of the cluster pyramid and then use ﬁhe information gained in this
way to perform restricted propagations, where necessary, on the base

network,

This would require the introduction of 'ecluster links' between the
cluster nodes. Thus, if one or more pairs of nodes in -different clusters

are linked by some link type, then a cluster link of the same type would be

created between the respective cluster nodes. Propagations that use these‘

cluster links are approximate in the sense that a cluster link does not
imply the existence of a network link between any two particular network

nodes.,

Then if temporaryrmarking propagations are performed at the higher
level, a desired éombination of markers on a cluster node meang‘that the
nodes in that cluster might be in the desired set. The paths 1eadihé to the
cluster nodes with this combination can then be traced back to the sources
of the marker propagations. The network nodes corresponding to these paths

.would then be marked with special 'pass! markers. The propagations could
then be performed on the base network only going through nodes that have
pass markers. This would lead to marking all the nodes in the aesired
intersection, and‘should restrict marker spreading in the base network

considerably.




8. Conclusion

The basic technique and its proposed extension for large networks are
aimed at performing efficient marker propagation processing serially for
NETL-like systems. The efficiency of the intersection algorithm depends on
the clustering criteria applied. The techniques are suitable for

simulating parallel hardware and for some AI applications,
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