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Abstract

Event-driven and messaging infrastructures are emerging as the most flexible and feasible
solution to enable rapid and dynamic integration of legacy and monolithic software
applications into distributed systems. They also support deployment and enhancement of
traditionally difficult-to-build active systems such as large-scale collaborative environments
and mobility aware architectures. However, complex systems issues like mobility, scalability,
federation and persistence indicate a requirement for more advanced services within these
infrastructures. The event notification paradigm is also applicable in emerging research areas
such as modelling of business information flow within organisations, as well as workplace-
empowering through enhanced awatreness of work practices relating to communication and
interaction between individuals. In these areas, further developments require complex
interpretation and correlation of event information, highlighting the need for an event
storage and retrieval service that provides the required groundwork.

It is the thesis of this dissertation that the lack of a genetric model for event
representation and notification has restricted evolution within event-driven applications.
Furthermote, in ordet to empower existing applications and enable novel solutions, a crucial,
and so-far-missing, service within event-driven systems is capture, persistent storage, and
meaningful retrieval of the messaging information driving these systems.

In order to address these issues, this dissertation defines a generic event model and presents
a powetful event notification infrastructure that, amongst other structural contributions, embeds
event storage functionality. An event repository architecture will then be presented that can
capture and store events, as well as #ject them back into distributed application components
to simulate replay of sequences of activity. The general-purpose atchitecture presented is
designed on the thesis that events are temporal indexing points for computing activities,
Changes in the state of a distributed system can be captured as events, and replayed or
reviewed at a later stage, supporting fault-tolerance, systems management, disconnected
operation and mobility. The architecture delivers powerful querying of event histories,
enabling extraction of simple and composite event patterns. This addresses the business
requitement in several industries (such as finance, travel, news, retail and manufacturing) to
locate temporal patterns of activity, as well as support applications like memory prosthesis
tools and capture of collaboration. The repository offers a selective store-and-forward
functionality that enables messaging environments to scale and provide enhanced brokering
and federation services.

In addition to enabling novel applications, the general-purpose infrastructure presented
provides a more flexible approach to event notification, storage and retrieval, in areas where
bespoke solutions had to be provided previously. The theoretical concepts illustrated in this
dissertation are demonstrated through a working distributed implementation and deployment
in several application scenatios,




Publications

Aspects of the work described in this dissertation feature in the following
publications;

John Bates, Matk D. Spiteri, David Halls and Jean Bacon, “Integrating Real-World
and Computer-Supported Collaboration in the Presence of Mobility”, Proceedings
of IEEE 7" International Workshops in Enabling Technologies: Infrastructure for
Collaborative Enterprises, Stanford, CA USA. June 1998

John Bates, Jean Bacon, Ken Moody and Mark D. Spiteri, “Using Events for the
Scalable Federation of Heterogeneous Components”, Proceedings of 8" ACM
SIGOPS European Workshap, Sintra, Portugal. September 1998

Mark D. Spiteri and John Bates, “An Architecture to support Storage and Retrieval of
Events”, Proceedings of MIDDI.EWARE 1998, IFIP International Conference on
Distributed Systems Platforms and Open Distributed Processing, Lancaster, United
Kingdom. September 1998

Ian Marshall, John Bates, Matk D. Spiteri, Chris Mallia and L. Velasco, “Active
Management of Multi-Service Networks”, IEE Electronics and Communications

Colloguinm on “Control of next generation networks”, London, United Kingdom.
October 1999

Sheng Feng Li, Mark D. Spiteri, John Bates, and Andy Hopper, “Capturing and
Indexing Computer-based Activities With Virtual Network Computing”, to
appear in Proceedings of the ACM Symposinm on Applied Computing, Como, Italy.
Match 2000

Jean Bacon, Ken Moody, John Bates, Chaoying Ma, Andrew McNeil, Oliver Seidel
and Mark D. Spiteri, “Generic Support for Asynchronous, Secure Distributed
Applications”, to appear in IEEE Computing, 33 (3). March 2000

* Awarded Best Paper of workshop.
t Awarded Best Paper Overall of conference.




Contents

L Introduction .....ceeieeeceninsneiicnneeeninieeesieneeemsssesees arerensns S ¢
1.1 Event NOACAHON. i ssssssssseses 2
1.2 Applications of event NOACAON ...viievsereis s serssssssesees 4
1.3 The past, the present and the fUtufe....i, 5
1.4 Storage and retrieval of event information ... 6
1.5 ReSarch 1SSUES it ssssississssessrsessessssersasens 7
1.6 Dissertation OULHNE ....cvviriuiiiiiieieieisssessesessssssssssssssossisssssssasssns 9

2. Applications and Motivations.........ecueeeneenieeinenennennensieseens 11

2.1 Applications of event NOHACAHON v 12
2.2 Application integration and building of distributed systems.......ocvunernveiersinnen 13
2.2.1 Background feqUITEMENLS ....ceriiiiiviisiiminiiseiomessmssesnes 14
2.2.2 Event-based integration. . 14
2.2.3 Programming eNVILONMENLS wu.eumireiiivemserersersisessmessiesssssssssssssssssesssssssssssssssses 16
2.2.4 Applying event storage to disttibuted SYSTEMS..uuvvveirnreririsirnnmssserecssessesneses 16
2.2.5 Debugging distributed SyStemMS.. ..o 17
2.3 Awareness of WOILKINg PIACHCES..uiiieiiniiisisiesiessssssessssssssasssssssns 18
2.3.1 Enabling functionality through event hiStoties .. 20
2.3.2 Uses of event logging in the HEEratusre ..o 21
2.4 Computer-supported COOPELatiVE WOLK ...veriiniiiiiiiesniienemeiei 23
Capturing the history of collaboration ..., 23
2.5 Other application AL€aS ... 25
2.5.1 Visualisation of mMODILLY ..o 25
2.5.2 The Active HOME ..o e 26
2.5.3 Graphical user interfaces and usability studies.......cvivivriinienennninns 27
2.6 CONCIISION vttt sessasess et ss s esssassassss s 28
3. Related Event Middleware ......cccooveeriinnecnineinnns eeeeens R I |
3.1 Distributed application middleWare ... 31
3.1.1 The categories of MIddIEWALe ... 32
3.1.2 Distributed models 0f cOUPLNg .....covvvvrersvcrsieieienireressees 34
3.2 Event-based messaging MOdElS ..o 35
3.3 Event-drivenl SYSEEINS wuiiimemeiimimimeiiieiiisessessssssesssesssssssssasssessosssesssssssess 37
3.3.1 Event standardisation efforts...ummmimiimninns. 4
3.3.2 Storage il EVENL SYSLEMIS uuiuiiveieriiiimiisemersisessisiiesessisiesessisssesssssisssesssssssssssss 43




Table of Contents

3.4 Message-otiented-middIeWare ..., 43
3.4.1 Cote features Of MOM .....covvivvevvernerennerorssssmeniessoressnsiessossssesssssssssessessnsses 43
3.4.2 PUbLiSh/ SUDSCLIDE 1ovvriiiireeririees s sresnssiessesessiseesessessesssrsssssesssessssssssnsssosssssenes 44
3.4.3 Representative SOIIHONS wuviiiisisiicmiinisssssssssssnnsissssssssissssssssnss 45

3.5 COMNCIUSION. cteticeerisrerneneerrsnisioreetsbessssassastessessessorsssssesmesassessnsshessssasstvasssensosssnssssnssseres 49

4. A Storage-Enabled Event Infrastructure ......cccoeevunensseneisisnnnscnnns 51

4.1 A genetic event MOdEL..iiiniiiss 51
4.1.1 BVent tyPe SYSLEM it ssssssssssssssssssssssesies 52
4.1.2 Event INhetitance. e, 53
4.1.3 Event SChEMA ..o 54
4.1.4 Event eVOIUHOM .ot ssssssssssssssins 54

4.2 Ovetview Of HERALD .....ciiiirsininiiisssssseiessscsssssssssssssssssssssssssssssesss 56
4.2.1 Registration templates and poliCIES....iimiimieniniiimisine, 57
4.2.2 Component COMMUNICAON v 60
4.2.3 DyNamiC NAULE v.ciciiiinicmiisiisiissssssssiesssssssissssssss 60
4.2.4 Causality, distributed time, and MEStAMPS...icrierirsiiiviemsemimen, 61
4.2.5 Pederators, action-injection and COMPOSIHON ...cviviisieiiireissisessisersssssenessnses 62
4.2.6 Bvent BIOKELS ..o 64

4.3 Applying event storage and rettieval ... 65
4.3.1 Embedding of storage capability within core modules.......cceenirniiiiin 66
4.3.2 Applications of event hiStOLIES .o
4.3.3 Storage-enabled event components
4.3.4 Additional applications within message-oriented-middleware .........oernnene. 72

4.4 SUMMIALY coireieririremiiiinimiies s sbss st s ssssssssssssssssssssns 73

5. Querying Event Information.......ccceenveeireesiieneinicsnnsenciseniianenen 75

5.1 The temporal MOdel ... 76

5.2 QUELYING FEQUILEIMENTS civirviivniirinrinseneriieressisss st ssssissssssssssssssssesssssssssesses 77
5.2.1 APPLCALONS vuvrieieeriminsinsiniimiisimiiesiieeiississss s sosses 78
5.2.2 The nature of queries on event hiStOLies ... 78
5.2.3 Language PrOPELtEs ... 80
5.2.4 Main temporal CharaCtefiStCs .. 81
5.2.5 EVENLE SESSIONS ittt sssesssisisasssssesssssssssains 81
5.2.6 Event tMESTAMPS v, 82

5.3 Related WOtk .o 84

5.4 The TEQL 1angUuage ....c.oviimecrnrissinisisissssissmmessimsssissssssssssssmsssisssisssssssssssssasiss 86
5.4.1 Creating EVENLS.... i snsssssses 87
5.4.2 Temportal PrMItIVES v s, 88
5.4.3 Amounts of time and calendar entiies ..., 91
5.4.4 BaSIC OPELALOLS v essssssssssssssasins 92
5.4.5 Vatiable Matching......ccie, 94
5.4.6 Parameter COMEXLS uvvnmimmmimmimemimmissssssnisssssissssrsssnsssieses 95
5.4.7 retrieVe and FEPIAY ... sss e ssssessessenss 96
5.4.8 Detived SESSIONS v s 97

xii



Table of Contents

5.4.9 TEQL and OQL ...cvvvrrimmimmcrensismimmsmmessimmsimmessesisssimssssmismsesiisisi 98

5.5 Evaluating TEQL ...eevceueusecrmerienmessssssesissenssecssmrssessiesssssssssmssesssssssessssssssesssssssssssassssns 99
5.0 SUMMALY ittt s esssssssassssssens 101
6. The Repository ArchiteCture . ..c.neeenssneersssnncessanecsssesssssnsesanes 103
6.1 Functional feqUItemMEntS ..o 104
0.2 ArChiteCtUE OVELVIEW cviviiiiiririiisnienisnsimseisinsissesssssssnissiisssssssssstssssssesss 105
0.3 REPOSILOLY CHENLS cuuvviriiriiiiriieriiseniissiiisiesisssinssisssisssssssssssssssesss 106
6.3.1 The nature of £epPOSItOLY CHENLS. .o 107
6.3.2 Event handlig ... 109
6.3.3 Interfacing with the rEPOSILOLY SELVEL v 109
6.3.3 Creating CHENLS...oviriciseriiinierisiesiseisisrsisss st ssssssesss 110

0.4 REPOSILOLY SEIVEL iiiriiiiiiirsimisriisissisemsssiissnssss st ssssssssssssssssssssssasses 111
6.4.1 Designing a storage arChiteCtuLe ..o 112
6.4.2 Service MOAULE.....viivciiici s 115
6.4.3 Quety processing MOdULE ... 115
6.4.4 Storage MOdUIE ... 116

0.5 Propagation of event hiStOLIES ., 120
6.0 SUINMALY wuvevviisiisinerirersisiniiiiissssiisisisssis st essisssbsassassstssssasssnsssssssssons 122
7. EXPEriMEntS.ccuiseeressreecssseneressnnessssasasasssssnsenessssassasssssasassse vereens 125
7.1 Prototype implementation. .. 126
7.1.1 The HERALD event transpOLt . i 126
7.1.2 The eVent 1EPOSILOLY it 127

7.2 Deployment ConfIgurations ... 129
7.3 A ‘memoty prosthesis’ -like diary applCAtion ..., 130
7.4 Thin-client activity capture and £eplay ... 133
7.5 Active Management of multi-service NEtWOorks ..., 136
7.6 A ‘mixed-reality’ collaborative enviroNmMent.. i 138
7.7 SUINIMIALY tiveviisiiiissimisiieiiisirinisisessisiiosssssssisiessissssssssssssssssssssnssssssnssssssassons 141
8. ANALYSIS cieririiiciiiiniiiiinninntenisiniiiniiesiseniisasiessesnsn. eeees ceeneennns 143
8.1 A model for representing generic event iNStANCES. ., 143
8.2 An infrastructure for event notification and StOrage.....uuenenieniieninens 145
8.3 An interface for retrieval and replay of event information.....iiinveninnne. 146
8.4 A SLOLAZE SELVICE it b s bt as s assresessssssbssasbans 149
9. Conclusion ......cceeevennen U RUUPRRRRRRR 1K)
Bibliography ....... trereeeeeeiiare et a e e e s e te s s et e e e s e aa s e s e s s e s e e e e s e anane .155

xiii




Chapter 1

Introduction

In recent years, the communications paradigm of event notification has developed from
a bespoke communications model in applications like graphical user interfaces to a
comprehensive and feasible solution for dynamic software integration.

Event-driven and messaging infrastructures are emerging as the most flexible and
feasible solution that enables rapid and dynamic integration of legacy and monolithic
software applications into distributed systems. This is of major significance since
more demanding customer service requirements ate bringing about rigorous needs
for comprehensive networked services. Event infrastructures also support
deployment and evolution of traditionally difficult-to-build active systems such as
latge-scale collaborative environments and mobility aware architectures. Howevet,
unresolved issues like mobility, scalability, federation and persistence within these
infrastructures hint at a trequitement for more advanced services. The event
notification paradigm is also applicable in emerging research areas like modelling of
business information flow within organisations, as well as workplace empowering
through identification and enhanced awareness of work practices relating to
communication and interaction between individuals. In these areas, further
developments require complex interpretation and correlation of event information,
highlighting the need for an event storage and retrieval infrastructure that provides
the required groundwork.

It is the thesis of this dissertation that the lack of a generic model for event
representation and notification has restrained evolution within these event-driven
applications. Furthermore, in order to empower existing applications and enable
novel solutions, a crucial, and so-far-missing, setvice within event-driven systems is
capture, petsistent storage, and meaningful retrieval of the messaging information
dtiving these environments. This claim is partly motivated by the wealth of
information that can be gleaned through perusal of an event history. In addition,
events represent indexing points into application sessions, and therefore an event
history cortesponds to a history of interaction.

This first chapter introduces the paradigm of event notification as a
communications model, introduces the traditional and emerging areas of application
of the paradigm, and examines the potential in retaining and reviewing event
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histories. After outlining the issues involved in desighing a comprehensive event
storage service, it then documents how this dissertation tackles these issues.

The chapter is organised as follows. Section 1.1 introduces the knowledge-
gathering model behind the paradigm of event notification, while Section 1.2 lists the
application domains where the paradigm is applicable in some of its many flavours.
Section 1.3 introduces the notion that past activity in an event-driven system is
portrayed in its event history, and hints at how this could be employed by an
application to enable and enhance functionality. Section 1.4 then outlines an event
repository service that addresses these issues. Section 1.5 describes the research
issues involved in identifying the requirements relating to the storage and retrieval
functionality required, and leading to the defining of an appropriate architectural
design for an event repository. Section 1.6 concludes this introductory chapter by
outlining the structure of the rest of this document.

1.1 Event notification

The concept of event notification is straightforward to introduce. Event notification is
concerned with propagation of information. In a very simplified view of an
information space, there are two distinct categories of entities. Some entities possess
useful knowledge, either because they brought it about in the first instance (like a
change in their internal state), or else because they found out about it somehow (by
interacting with other entities, devices, or people). Other entities do not have this
useful knowledge, and need to be aware of it in order to carry out their working tasks
and obligations. The term ‘useful knowledge’ does not denote that information is
universally useful. Knowledge that is very useful to an entity can be of no
consequence whatsoever to another. These knowledge-requiting entities thetefore
need to obtain it from the knowledgeable entities. There are two ways for them to
proceed:

e periodically, or even all the time, they have to communicate with the
knowledgeable entities to see if they have any useful matetial, and obtain it from
them when the latter have any, or

e they communicate to the knowledgeable entities some information about the
knowledge that they are interested in, and the latter send it to them when they
have it, or when that event occuts.

A useful analogy of these choices can be found in any modern email application.
Consider a computer that is connected permanently to a network, and can receive
email at all times. How can one tell when email has arrived? There ate two ways to
achieve this; you either look at the email application’s inbox regulatly (as in, for
example, every few minutes), or else you can set up a notification action (like playing
a sound) whenever email artives.

This is analogous to an entity asking to be notified whenever an event of interest
to it takes place. However, one often needs more information than that. An event is
likely to have distinguishing properties ot attributes. For example, receiving an email is a
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valid and useful event, but some attributes of that event are who is the email from,
and what it is about. If one returns to the email notification example, one might wish
to extend the notification mechanism to play a different sound according to who is
the sender of the email, so that users can better tell when it is worth their stopping
work to read email.

Event Notification is the embodiment of the second strategy, where an event is
that occurrence of some useful knowledge. In an office environment, an event can
be a door shutting, a telephone ringing, a user walking from one room to anothet, ot
the temperature in the meeting room becoming too hot. It can also be the act of
someone logging onto a computer system, opening a software application, or editing
a document (both real and digital). In a different wotld, a2 gaming world, it can reflect
firing one’s weapon in a first-person three-dimensional shooting game, whereas in a
collaborative space it can denote a virtual user’s interaction with a virtual object.
Other reptresentative examples are a change of state of a variable within a distributed
program as it is debugged, or web server’s load reaching a particular threshold. These
few but vatied examples give an indication of the vast nature of activity that occuts
in the real and virtual (computer-based) worlds that can be of interest to someone,
something, somewhere.

A crucial aspect of these event occutrences is that they can occur @ @ time ontside
the control of the interested parties. The entities interested in knowing when some relevant
event occuts have no control over when it can happen. On the other hand, the
producers ot sources of events cannot know what, or how many, entities might be
interested in the events they know about, and for how long This latter point is
brought about because one might only be intetested in information for a length of
time, as the interest might be brought about, or extinguished, by other incoming
information. These two aspects clearly define event notification as a model of
asynchronoys communication, where entities communicate in order to exchange
information, but do not directly control each other. Figure 1.1 illustrates this notion
of asynchronous notification.

information

Tell me about interesting information when
it happens ar you discover about it

e ol Consumer of
Provider of This has fust information
Infarmation hanpened

Figure 1.1

Asynchtonous notification of information
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1.2 Applications of event notification

The concepts behind event notification have found extensive application in several
areas of computing, While its asynchronous model of communication can be very
empowering, it is not universally applicable. In general, an event-driven system is
composed of a number of independent (i.e. can exist and run independently of each
other) and reactive components. This latter aspect is of major importance. In an
event-driven system, execution of actions is catried out in a reactive manner; that is
in response to external triggers. This differs considerably from other models of
execution and composition that require entities to ditectly control and be aware of
each other, and be #ghtly coupled. Through the independent reactive execution of its
constituent components, the system needs to be able to achieve its design end-goals
of service and aggregate functionality. These differ according to the application atea.

There are also a number of variations of the event-based style. These variations
impact on the structure, the behaviour and the performance of applications. A
number of systems based around the event style have evolved as tailored solutions
for particular problem domains, while others wete designed from scratch as general-
purpose infrastructures. While the terminology used in these systems vaties, and the
level of functionality provided in each differs greatly, the ptimaty concepts
undetlying each system are similar. In each of these paradigms events, messages,
annonncements, notifications, actions, ot traces, are used as the glue to integrate programs,
modules, tools, applications, processes, process groups, clients, objects, information objects,
components, tasks, senders/ recipients, agents, actors, ot function hosts. It is due to this breadth
of jargon available that the above discussion employed conceptual terms like entities
and knowledge.

Event-driven notification is particularly suitable:

® as an architectural style for building and rapidly composing large scalable
distributed systems that can evolve as requited by modern Intetnet-based
dynamic environments.

e for enterprise application integration, whete distinct (and sometimes legacy)
applications, under common or different political and technical management,
need to be integrated into a larger distributed system.

e within programming language environments, as a means of decoupling
communications between concurrent objects and modules.

e for representing and enabling business information flow within an otganisation.
Knowledge and business events flow within a company and between companies.
It makes sense to model this macro-level flow of information ditectly onto the
supporting software system in terms of event notification.

® in describing micro-level work practices that often exhibit notification propetties.
In a physical workplace, individuals keep themselves up-to-date through
interaction with other wotkers in a variety of ways. They then react to the
information gained. By collecting data from the real and digital wotlds, and



1.3 The past, the present and the future

digitally representing this information, it is possible to enhance workplace
awateness and optimise inter-worket communication and collaboration.

e for building disttibuted collaborative shared platforms, where multiple usets
interact upon a shared virtual space. This includes multi-user distributed games,
virtual wotlds, and computer-supported collaborative work (CSCW)
environments,

e for monitoring and measurement-taking applications. The breadth of these is
vast and diverse, from monitoring of distributed systems, centralised and
distributed application debugging, to usability studies.

o for real-time envitonments that are mostly sensor-driven. In addition to the
ptevious point, this covers control and management of physical environments
like home-area netwotks, engine management systems, and telemetry data
acquisition and management from vehicles and aircraft.

e within Active Databases. An active database monitors its storage operations and
can carty out specific actions upon the occurrence of certain conditions
pertaining to the state of the data it contains.

e for windowing systems that are usually composed of multiple control elements
representing the various visible and virtual layers making up a graphical uset
intetface. These generate miscellaneous events pertaining to mouse and keyboard
activity within their scope, and these have to be passed around to other
windowing ot control elements that are interested in them.

The above list is not exclusive, and vatious applications overlap across the above
loosely defined categories.

While this section has introduced the main areas where the event-based paradigm
is televant, Chaptet 2 reviews these application domains in further detail.

1.3 The past, the present and the future

The patadigm of event notification is concerned with finding out about information
when it occurs and as it occurs. It reflects an act on the future. An event-consuming
entity is informed about changes or events pertaining to some knowledge that is
deemed interesting to it (maybe because it registered an interest with the source of
that information). By its very nature, this is restrictive, as it implies that there is no
access to the history of evolution of that knowledge. In order to get to its curtent state,
the item of intetest will have gone through several permutations and changes over its
lifetime. Its nature will have changed in various ways, which may itself be meaningful
and interesting, Reviewing the history of occurrence of events and the evolution of
their attributes over time can uncover particular patterns of behaviour that one can
take advantage of.

Storage of event information, coupled with meaningful access to it, implies
detailed knowledge of event history, much as event notification provides for
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knowledge of current information. As well as having auditing value, a history of
events can enable reconstruction of state.

Event notification history ranging over a whole system can identify the flow of
event information throughout a system, and trecognize the causal relationships
between generation of events at different locations. The distinct pattetns in a
workflow can be identified, bottlenecks and failure points located and acted upon.
Past events earmark crucial checkpoints in the execution of a system. Furthermore,
by analysing the consumption patterns of event clients one can take steps to optimise
the delivery of future events to those clients so that the information is better
‘contextualised’ for them. Future service can be improved.

Past event information can be queried, browsed, analysed, and even replayed. In
short, knowledge of past events can be as useful as knowledge of live events.

1.4 Storage and retrieval of event information

In order to enhance the existing functionality of event-driven systems and enable the
creation of novel applications, this dissertation identifies a new tequitement. The
events used to glue together these application entities can be represented through a
genetic model, stored, used for querying and treplay, and as a basis for higher-level
setvices, The motivation for storing events is that events represent indexing points
into application sessions and cortespond to a history of interaction.

In otrder to achieve this, this dissertation presents an event notification and storage
infrastructure that can capture and store events, enable querying on event histoties, as
well as enable snjection of events back into distributed application components to
simulate replay of sequences of activity. Changes in the state of a distributed system
can be captured as events, and replayed or reviewed at a later stage, supporting fault-
tolerance, systems management, disconnected operation and mobility. Using a
genetic object-oriented model for events, events ate notified atound a distributed
system and retained within esen? repositories. The architecture of an event repositoty
delivers powerful search and tetrieval facilities, enabling extracton of behaviour
patterns, searching for simple and composite occurrences, and replay of intervals of
stored sequences. This addresses business requirements in several industties (e.g:
finance, travel, news, retail and manufacturing) to locate temporal pattetns of activity,
as well as provide a viable alternative to past system-specific solutions in ateas like
logging of collaboration and ‘human memory prosthesis’based tools. In the lattet,
information is gathered about the events that occur in the physical and virtual
(digital) working environment of wusets. While past implementations [LN93,
LBC+94] have provided automated diaries that could be browsed to assist
tecollection of activity, coupling with an event repository enables thotough quetying
and analysis capabilities. Event storage also enables novel applications such as
visualisation and analysis of user mobility. In an example of this, the information
pertaining to a history of physical movement of people in some envitonment, like an
aitport or an oiltig, can be employed to generate three-dimensional animated replays
of movement. This can be applied to improving security and safety in buildings.
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The repository offers a selective store-and-forward functionality that enables
messaging environments to scale and provide enhanced brokering and federation
services. The architecture presented co-exists with and enhances event-based systems
while providing a cheapet, mote flexible solution in areas where previously custom
monolithic designs had to be provided. In addition, bespoke niche queries can be
defined in support of specialised legacy and novel applications.

Other application areas identified as beneficiaries of this architectute are systems
monitoring  for  distributed debugging, tracking of phone data for
telecommunications fraud detection, and acquisition of marketing information for
Internet commerce. Within some scenarios, it is desirable to be able to use
information from all these different soutces together, hence creating a better and
more fine-grained virtual picture of the human and computer activities monitored.

Chapter 2 will review a wide range of application areas where an event repository
service can be deployed. In these areds, it either serves as a viable alternative to
bespoke solutions, ot acts as a novel enhancement, or provides the necessary
groundwork for emerging requirements.

It could be argued that a conventional database (relational, object-oriented or
temporal) would be suitable for carrying out the same function as the event
repository being proposed. However, a propetly designed event repository is
significantly more powetful than its conventional database counterparts because:

e an event repository can efficiently perform functions that in conventional
database systems must be encoded in applications, e.g. temporal indexing, cross-type
event session organisation, event schema evolution, template matching, and querying by
sequential instance comparison

® an event repository suggests and facilitates applications beyond the scope of a
conventional database, e.g. replay of event sessions

® an event repository can petform tasks that requite special purpose subsystems in
a conventional database, e.g. temporal indexing, retrieval and replay, archiving

e the highly specialised storage and rettieval required of event information justifies
a tailored storage engine and does away with the requirement for most
heavyweight database functionality, e.g. read-only historical access, very high-performance
write append, small event records, temporal indices, searching and retrieval by sequential
correlation

This issue will be discussed at further length in Chapters 5 and 6.

1.5 Research issues

The main issues investigated by this research, and discussed within this dissertation
are:

o A model for representing generic event instances.
An event storage service can be used in a plethora of application domains where
the nature of the event or messaging information vaties. A suitable event model
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is one that is simple enough to deploy generically, but can be easily extended if
required to accommodate the requirements of specific applications. It has to
enable the definition of events that can represent the wide vatiety of activities
and occurrences that tie together event-driven systems, while supporting
adequate granularity of searching fot, and filteting of, interesting data. A generic
model of event representation is therefore defined.

o _An architecture for seamless intogration of the functionality and services of an event storage
repository with different environments.
Event capture in distributed environments is more complicated than in a
centralised system. A distributed system will consist of a number of processes
executing on different machines and communicating via message passing
Centralised detection of event instances is not feasible in medium to large scale
distributed systems, because of the possible volume of event instances to be
monitored, delays introduced by the network transmission, and unsynchronised
system clocks across different machines. The differing distribution details of
various applications, as well as emerging requitements for loosely coupled
distributed systems, were investigated and taken into consideration while
designing a scalable solution for dynamic event propagation, capture and storage.

o A flexible storage service that embeds a bigh-performance storage paradigm tailored for the
particular nature of event data.
An event repository must be flexible in its design, so that it can be customised for
environments with constraints on memory, storage and processor availability. In
addition, a range of intetfacing issues needs to be considered. Although event
instances could be mapped to relational records ot tuples, or object instances, and
a relational or object-oriented relational database be used for storage, there are
several reasons to tailor the underlying storage engine. Event instances tend to be
relatively small structures, and since they constitute a histoty, ate temporally
ordered and immutable. The storage engine can thus be greatly optimised to
address heavy volumes of incoming event streams and avoid the unnecessaty
overhead of conventional general-purpose databases. Databases can have very
high costs associated with operations like insertion, deletion, as well as services
like transaction management and data rollback support, facilities that are not as
relevant for event storage. The data as stored must be representative of the causal
and temporal separation of the events as they were received in otder to support
the deployment of a temporal retrieval interface ovet it.

o A powerful interface for retrieval and replay of information from event stores.
Although general-purpose query languages like SQL [ITI98] or OQL [CB97]
could be employed to retrieve information, thete is much to be gained by
designing a query interface optimised for the temporal nature of the information
stored. Queries over temporal data and relating to time-intetvals, as ate event
instances, involve references to time which benefit from purposely-defined
temporal operators. The querying interface must permit expressing queties ovet
sets of different event objects or their aggregate types (composite events). This
dissertation presents a query interface that offers a superset of OQL
functionality. Therefore, while providing a standard database interface for
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applications, a repositoty can also suppott client applications that require analysis
and interpretation of event histoties. This interface must integrate smoothly with
the event-driven environment, allowing seamless access to past event data and its
feeding back into the system.

1.6 Dissertation outline

This dissertation is organised as follows.

Chapter 2 addresses the motivating factors behind the thesis of this dissertation.
It starts by describes the primaty application domains where the concept of ‘event
petsistence’” has been applied or is applicable. It then describes how the application
of event storage can enhance the functionality of these applications as well as lay the
architectural groundwork for more complex features. In doing so, it also reviews
research from an application petspective that is directly relevant to or has influenced
this dissertation.

Chapter 3 focuses on related existing event-dtiven and messaging frameworks. It
reviews several research and commertcial event-based approaches and describes their
main features. Usage of event persistence within these systems is highlighted.

Chaptet 4 introduces HERALD, a new event-notification communications
infrasttucture that provides novel setvices for federation and dynamic application
consttuction and evolution. This chapter also introduces a general-purpose event
model. HERALD embeds and actively employs event storage, thus demonstrating how
event storage can be integrated within an event system to provide a comprehensive
event-dtriven framework.

Based on the motivating factors identified in Chapters 2 and 3, Chapter 5 then
identifies the information retrieval and teplay faciliies required of an event
tepository. It addresses these tequitements by introducing an event query language,
TEQL, designed to offet the retrieval power of an industry-standard language while
supporting a comprehensive temporal formalism for events,

The architecture of a general-purpose event repository is presented in Chapter 6.
This chapter describes a flexible design that can be customised to address the specific
requitements of the vatiety of application domains event storage is applicable within,
and discusses the issues involved in designing a storage sub-system tailored for the
particular nature of the data being handled.

Chapter 7 outlines a ptototype implementation of the technologies discussed in
this dissertation and discusses deployment issues for event repositories. It then
describes a numbet of applications built around, ot employing, the capability of an
event notification and storage infrastructure. The diversity in application domains
and environments these applications are reptesentative of highlights the flexibility of
the design presented.
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Chapter 8 discusses the solutions presented in this dissertation. It gives a
summary of the research, reviews insights gained in the course of this investigation,
and suggests directions for future research.

Chapter 9 concludes this dissertation, and highlights the main contributions.
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Chapter 2

Applications and
Motivations

This chapter motivates the premise of this dissertation, that a crucial service within
event-dtiven envitonments, is capture, storage and rettieval of the event information
dtiving these envitonments. A majot motivation of this work is that it has been
illustrated by application-specific implementations in a number of research areas that
event histoties are requited for providing advanced functionality. However, in these
implementations, the lack of generic models for event representation, notification
and storage has severely constrained the extent of the functionality that could be
supported.

Section 2.1 introduces the application domains where event notification has
found application, ot is emerging as an applicable solution. It also comments on the
otigins of the event-dtiven paradigm. The following sections then address the most
representative applications in the categoties identified in Section 2.1, where, within
each domain, event storage is applicable to enhance functionality, or otherwise is required
groundwork for envisaged futnre services. Realistic developments that can be envisaged as
resulting from building over an event storage service are highlighted.

Section 2.2 introduces the use of event notification in application integration and
construction of distributed systems. Specific event solutions are not examined in this
section, as this is done in gtreater depth in the related work overview given by
Chapter 3. Aftet examining the potential of event storage, it considers the area of
fault-tolerant computing and disttibuted debugging, where captute of event histories
has been applied.

In Section 2.3 the emerging atea of wotkplace awareness is described. Future
research directions in this area are explored, and it is argued that these developments
need a comprehensive event storage service as a crucial starting point.

Event notification and storage in computetr-supported cooperative work are
examined in Section 2.4, while Section 2.5 looks at a number of other interesting
application areas, like visualisation of mobility, the networked home, and graphical
user interface evaluation.

11
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In order to avoid confusion this document uses the phrase event storage
predominantly to imply event logging, event tracing and event capture; terms that are often
employed in the related literature. Except whete specified otherwise, the phrase is
also taken to denote not only the act of event detection and storage, but also an
aggregate feature-set consisting also of event interpretation, transformation, rettieval
and replay.

2.1 Applications of event notification

As introduced in Chapter 1, there are several areas of computer science where the
event notification paradigm has either found application, ot has emetged as an
applicable solution to addtess evolving tequirements.

In an achive environment, an application is composed of a number of software
entities that react to each othet’s activities rather than directly control each othet. An
entity therefore frjggers activity in another one by sending it a message in some
structured format known to both that details the event. Such an entity is known in
this document as a sosrve of events, i.e. an entity that, further to some uset input ot
device monitoring, can generate these event triggers. In other literatute, such entities
ate sometimes called servers, but this association with the client/setver paradigm (see
Section 3.1.1) can be misleading, Sources either maintain information about the other
entities that are interested in their events (the clenss) and dispatch them directly to
them, of in a vatiation on the model (employed by several event-based systems), pass
them on to a centralised or local notification setvice. This module is then whete the
data pertaining to interested third patties is tretained and from where the event
messages are dispatched.

This model of communication is based around the ptemise that the client would
first have expressed its interest, with either the notification setvet or ditectly with the
source, through a registration or subsctiption of some sort. Howevet, in several
applications where the clients and sources are static in number and nature, the target
of notification can be hard-coded into the application logic. In this case,
communication can be said to have reverted to the messaging model. This more-

general method of communication is widely used in application integration (see
Sections 2.2 and 3.4).

The discussion above and in Chapter 1 has used the conceptual and vague term
entities on purpose, for two reasons: firstly, because thete is no consistent vocabulary
for discussing event systems; secondly, because their actual embodiment depends on
the application domain under consideration. From a software petspective, an entity
can be a module within a process, a process within a multi-threaded application, an
independent component within a distributed system, ot even a whole system that is
communicating with another system over a wide-atea netwotk.

12
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As listed in Section 1.2, event-dtiven notification is at the heart of countless
software applications. These fall into one or more of the categories below:

e Composing and building large scalable distributed systems; Enterprise application
integration; Concurtent/parallel programming languages; Modelling of
information flow; Disttibuted debugging and fault-tolerant distributed systems
(see Section 2.2)

® Modelling and supporting work practices relating to communication in between
individuals (see Section 2.3)

e Building computer supported cooperative applications and collaborative shared
platforms (see Section 2.4)

e Applications based on monitoring and measurement-taking; Real-time
applications, i.e. applications that have to constantly act on data received from
physical or virtual sensors; Active databases; Windowing systems and graphical
user interfaces (see Section 2.5).

The above grouping reflects the organisation of the discussion in the remainder of
this chapter.

Often, the major applications representative of the above categories evolved into
using such a reactive model of inter-component interaction independently and in
response to emerging requitements. That is, this was not due to the application of
any formal software engineeting architectural style. In fact, the notion of an event-
driven style has been formalised (see [BCTW96] for one such formal model)
ptimatily as the result of examining the concepts in common amongst reactive
applications. The implication of this is that there is a plethora of bespoke and
incompatible designs and implementations of event-driven systems. However, their
common basis makes it possible to reason about an event-driven system in a generic
sense. Likewise, this allows one to teason about the knowledge that can be gleaned
through study of event histories. Based on this premise, this dissertation proposes a
generic event storage architecture that can be deployed and employed in different
instantiations of the event-driven paradigm.

The following sections will now describe in further detail some applications that
ate representative of the above categories. The discussion will look at the potential
for retaining event histoties in each application, and describe functionality enabled by
event storage.

2.2 Application integration and building of
distributed systems

A majot motivation of this wotk is to provide a generic and scalable way for
integration of distributed components. Curtently this is needed in important business
applications such as determining business information flow. Current techniques for
integrating components lack interoperability and thus hamper scalability.

13
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The deployment of distributed systems is a major atea of application of event-
driven systems at present on a commercial basis. It is also an umbrella category, in
that conceptually it encompasses most of the othet categories. While this section
discusses the issues involved in application integration, actual event-dtiven solutions
and the messaging systems they are often built from (Message-Oriented Middleware)
are reviewed in Chapter 3. Most of the solutions applicable to application integration
and construction of distributed systems are general-purpose in nature and are
therefore representative of the bespoke solutions that ate deployed in other areas,
like those discussed in Sections 2.3 — 2.5.

2.2.1 Background requirements

The Internet’s acceptance by the commercial world has created a global and standard
communication infrastructure never available before. Distribution of one’s software
architecture across multiple netwotked platforms and systems is often a necessity
dictated by requitements of customet service, management resources, or simply
utilisation of the best existing, and rapidly evolving, technology. In most cases, re-
design and re-implementation of the components required to form patt of the new
integrated system are not viable, if only because time-to-market periods have become
so short. Alternatively, due to their distinct administration and management, it may
be technologically impossible, or politically unacceptable, to modify existing systems
extensively in order to make them work togethet.

The other primary issue with application integration is the dynamic nature of
software systems. Few, if any, systems ate not altered or adapted to changing market
requirements during their lifetime. In some markets, like finance and the travel
industry, the electronic information being traded and presented has its origin from
multiple sources managed by independent companies. These are often faced with
dynamically evolving diverse client and market tequitements requiring continuous
updating of their software systems. However, as such modifications may break the
information chains of other companies, much duplication and complexity often
needs to be introduced.

2.2.2 Event-based integration

Approaches to distributed integration have ranged from /Jwose, in which the
components have little or no knowledge of one another, to #ght, in which modules
require comprehensive information about each other. The latter requites knowledge
of interfaces, communication protocols and data structures rarely available other
than within a co-ordinated design and implementation project, or within
environments where strict industry standards are available and adhered to (see
Section 3.1.2 for further detail). Loose integration is therefore mote suited to the varied
and dynamic nature of a typical distributed system’s components, as it helps reduce
the impact on a system when modules are added ot changed.

14
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Figure 2.1
Event flow in an e-commerce based book-retailing operation

Event-based integration, in which distributed modules interact by announcing and
responding to event occurrences (or messages), is perhaps the most prevalent loose
integration approach. In what is also termed publish-subscribe, the modules and
components to be integrated are turned into sources and consumers of events
through theit interfacing with an appropriate messaging or event-driven middleware.
In most scenarios, event information can map directly to the main activities of a
business. Examples of important events, depending on the industry, are movement
of patcels, the ordering, purchase and sale of goods and services, changes in prices
or conditions. Enterprises need to be responsive to these events, often in real-time.
Figute 2.1 illustrates how asynchronous events can be used to integrate modules
within a book-selling operation, as well as link it to external entities like publishers
and independent financial assessots.

Chapter 3 analyses the issues involved in building distributed systems in some
detail, and addresses the advantages and shortcomings of alternative distributed
middleware solutions. It also desctibes the highlights of some key event systems and
commercial messaging products, amongst which general-purpose solutions like the
Cambridge Event Model [BBHM95, BBMS98], ECO [SCT95], Yeast [KR95],
FIELD [Rei90], Polylith [Pur94], the CORBA Event Service and Notification
~Service specifications [OMG97, OMG98a], as well as commercial systems from IBM
[IBM99], Oracle [Ora99], and Talarian [Tal98] amongst othets.
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2.2.3 Programming environments

Event notification has also found application in concurrent programming language
environments, both in pure parallel languages, and in languages that support multi-
threading. Several languages allow execution to be split along several concurrent
threads or processes. Synchronisation and communication between these concurrent
paths is then carried out through protected shared data or through message passing,
Some [Reu80, Sha89, SCT95] extend the intra-process messaging model into a fully-
fledged event model, whete events ate delivered by the language’s runtime system in
an asynchronous fashion from process to process according to the requests of the
processes. These systems are akin in functionality to a subset of distributed event
models, and will therefore not be addressed explicitly any further in this chapter.

2.2.4 Applying event storage to distributed systems

In distributed systems, the events propagated in between the distributed components
ate the gystems glue that ties together the otherwise distinct components. As events
propagate throughout a distributed system, they trigger actions in components, some
of which generate other events of interest to other components. This flow of events
and actions often corresponds to the flow of business information in an organisation
or in between organisations. Capturing details of the event streams, whether at their
source, or at distributed nodes, ot even at a centralised location, can enable one to
identify the main paths of execution throughout a system, and locate inefficiencies
and possible failure points. At present, this interpretative functionality is available
using workflow systems [AAEM97, CHRW98, GHS95]. However, the information that
a workflow system allows analysis of, needs to be entered by a user and is not
obtained in an automated fashion directly from the system. Since event flows often
map directly to business flows, it is envisaged that event histories could be used to
feed a workflow application with little or no user intervention. Such an analysis
would be very useful in a loosely coupled and dynamically evolving distributed
system. Event histories can be used to modify the service provided and the business
flow itself.

The following scenarios illustrate functionality that can be enabled by building on
top of an event repository service in the context of systems integration:

o Auditing of event generation at event soutces, event transformation and delivery,
as well as event consumption at clients.

o  Identification of periodically repeating events and attribute evolution for event
instances of the same type.

e Analysis of event registration, notification and consumption at client components.
This can yield information on how different event notifications influence a
client’s execution with respect to their sequence and over time. This can allow
one to determine when information is most useful for a client and modify the
delivery or contents of future information to contextualise it better.
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o  Tracking of repeating patterns of activity covering one or mote event types over a
number of event soutces and clients.

o  Chekpointing of execution. The history of event interaction between event
components is analogous to a history of evolution of state in the system.
Supporting the captute and retrieval of events is analogous to recording
checkpoints (for rollback purposes) in a database system. The main points of
intetest in an activity can be reconstructed later using these temporal indices.
Among other uses, this can support the construction of fault-tolerant distributed
systems. See the next section for further discussion of this point.

2.2.5 Debugging distributed systems

The last bullet point of Section 2.2.4 introduces two research areas; fanlt-tolerant
distributed systems and distributed debugging. These teseatch areas are interesting because
of the problem of non-determinism that arises in them. The independent execution of
multiple processes communicating with asynchronous protocols introduces a large
degtee of non-determinism in a distributed application. This makes it difficult to
implement debugging functions such as disttibuted breakpoints in an efficient
mannet. Several treatments of these aspects of distributed debugging have appeared
in the literatute (see [PN93] for an ovetrview). The most widely acknowledged way of
addressing this is to wrap event monitors around the distributed modules of the
application being monitored or debugged, and then employ an event propagation
mechanism to propagate the event information to where it can be stored. LeBlanc et
al. [LR85] and Bates [Bat95] illustrate how heterogeneous distributed systems can be
debugged using event-based models of behaviour.

Several authots [For91, HS92, LIT91] have examined event detection and capture
in the context of fault-tolerant computing and distributed debugging, Logs are
maintained of event ‘traces’, where these traces represent low-level system activities
like processot communication. In particular, [HS92] examines how events generated
to reflect activity in a system can be coalesced into a smaller number to reduce the
size of event logs, as well as avoid redundant events. The relationships between event
log entties, system wotkload and system configuration have received attention by
several tesearchers, amongst which [Han88, Tsa83, IYS86, 1.S90]. These provide
techniques as to how event logs can be examined for determining trends in
application execution.

By capturing all events pertaining to remote-procedure calls (RPC) and other
communication ptrimitives going into a process, and retaining them in an event
repository, duting a debugging session one can feed back the event data (or use it to
reconstruct the ptimitives) into one or more of the distributed modules. This enables
selective replay of the application where the user has control over the data being
input into the module and can test it in isolation.

Methods to reproduce the execution behaviour of programs comprised of
loosely coupled processes that communicate using messages typically require that the
contents of each message be recorded in an event log as it is received [CW82,
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Smi84, TA87, Wit88]. The programmet can either review the events in the log in an
attempt to isolate errots, or the events can used as input to replay the execution of a
process in isolation. In order to address vatiations in scheduling and message latency
during multiple executions, the otder in which messages are delivered can also be
traced. Since parallel programs are long-running, providing fast response to
debugging queties trequites incremental replay, where fre-execution is started from
intermediate states instead of from the beginning. To support incremental replay,
processes must be checkpointed petiodically and the contents of some messages
captuted. Adaptive event-message logging can be employed in order to reduce the volume
of messages that need to be retained [NX93].

Checkpointing and message logging has also been studied in the context of fault-
tolerant computing [JZ88, SY85, WF92]. In [LIT91], statistical techniques are applied
to automatically generated event logs from fault-tolerant systems in order to measure

dependability.

All these systems employ proprietaty mechanisms for event propagation that are
very specific to the particular application, and provide highly focused retrieval
interfaces to the logs of event traces retained. Mote than lack of functionality, this
has conttibuted to their lack of uptake in the commetcial world. The generic model
for event representation and the event storage service proposed address these issues,
and allow wider scope in event trace analysis.

2.3 Awareness of working practices

An event storage atchitecture is tequited in order to provide much needed
homogeneity and to support development of the novel analysis and interpretation
needed within this emerging research area.

The study of wotk practices in otganisations has only recently gained research -
attention. Ethnographic wotkplace studies carried out by the Xerox Research Centre
Europe [BRS+94] and others [Tan91, KFRC93, WFD94, Fro95] in businesses of
various kinds as well as of institutions like hospitals, have revealed that the way in
which individuals run theit day-to-day duties is often reactive and exhibits
notification properties analogous to an event-driven model. Apatt from organised
venues of interactive sharing of information, like organised formal discussion
meetings, most work activities are in fact coordinated through informal interaction
between users, unscheduled notification, or discovery of relevant information.

For example, a business managet may want to keep himself up-to-date by
requesting that specific intelligence is sent his way immediately by his staff. He does
not wish to be informed of everything, but does want to know when certain events
take place, or when certain sequences of activities happen. From his perspective, this
information can be passed to him at any time, as seen fit by his staff. When he does
find out about matters of intetest he takes some action or starts some work process
in response. This is analogous to catrying out a subscription of interest in the
occurrences of a primitive or composite event in an event notification environment,
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and then taking some meaningful action on notifications of the event. In most
routine organisational work, it is discovery of information that is the trigger for most
work activity. Information can be received at any time through various means, e.g
receiving email, phone calls, people visiting, incoming paper correspondence, or the
publication of a relevant article in 2 magazine, newspaper or web site.

Likewise, knowing about a colleague’s status and being aware of their current
activities is very useful for coordinating activity. This information, on the other hand,
is rarely notified to users in the real wotld. One does not know that a file has
changed, a colleague has arrived, a new directory created, and so on, unless one
explicitly thinks to check. In short, few office jobs can be carried out in an isolated
information space, i.e. one with no means of interacting with colleagues and external
news sources [Whi96, WSKS97]. These sources of information are like event
sources, and their occurrence is in itself an event, much as their contents are
analogous to the attributes of an event.

The challenge for these studies is to achieve the explication of work practices in
terms of the structure of the activities and interactions involved in work. These can
be embodied in technology intended to support work practices. Systems like
Khronika [Lov91], and the TickerTape built on the Elvin notification service
[FMK+99], attempt to provide users with awareness of the activities ot status of
others through a continuous stteam of events that describe user activities. They
collect information pertaining to the real world in a variety of ways, by monitoring
physical location, email notification and filtering, schedule and booking of resource
monitoring (like booking a room for a meeting), and through file-watching and web-
watching, These latter event generators monitor changes to the network file stores
and to internal and external web pages, and dispatch or broadcast notifications. While
not directly attempting to support awareness, TeleNotes [WSKS97] creates a shared
context for communication where users can follow conversations through ‘sticky’
piles that characterize the temporal progression of the conversation.

A wealth of information can be collected from a working environment and used
to deduce the nature and context of a uset’s activities. In addition to the events listed
above, other noteworthy examples are; monitoring of workstation logging in and off,
monitoring of execution of applications or opening of documents for reading and
editing, creation of documents, browsing of web pages, composing and sending
email, access to newsgroups, engaging in shared online collaboration, making phone
calls and sending faxes, ptinting documents, etc. Even interaction with devices like
the communal coffee machine can be interesting, and actually feature as an
application in experiments [ATT99]. In themselves, these isolated events are of little
consequence, but in aggregate, and in the context provided by their causal and
temporal relationships to each other, they define a picture of activity and interaction.

The above point can be summarized as follows: acguiring awareness of individuals’
activities and making that awareness widely available. If retained and interpreted propetly,
this awareness can help in identifying individual knowledge and expertise, and at the
same time assist in its distribution throughout the otganisation. Duplication of work,
particularly as concerns seeking of solutions to problems, can be avoided. When
associated with approptiate privacy policies, this can dramatically increase efficiency
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in an otganisation. Some attempts to identify and make use of expertise have been
carried out in controlled closed envitonments. Building on the newsgroup concept,
Beehive [Abu99] is a commetcial service that, through email and the Web, enables
users to locate, contact and interact with others who have similar professional
interests and want to share their individual knowledge and expetience with one
another. It monitors and scans discussion forums on a number of web sites to
determine potential experts in any area by studying their replies to other users’
questions. As its knowledge base grows and evolves, it attempts to pass on questions
to the ‘experts’ most likely to have the expertise required to answer them.

2.3.1 Enabling functionality through event histories

It is clear that while live notification is very useful in this domain, major benefits can
only be achieved through logging and analysis of the event information collected. A
history of activity is the starting point that may be used:

o for providing a memory recollection tool or diary of events,

In [LN93, LBC+94], Lamming et al. define the concept of a buman memory
prosthesis, a tool for assisting memoty recollection. It is well known that human
memory relies heavily on context for recollection. One might forget the details
of a particular activity they undertook, but they are likely to remember details
about its temporal trelationship to other activities that were being undertaken at
the same time, or occurted eatlier or later. Events pertaining to an individual can
be captured and used by that individual in a diary-like manner (see Section 7.3).
Applying the undetlying concepts of memory prosthesis over a genetic event
model and transport like HERALD (see Chapter 4) would provide knowledge
acquisition of a finer granularity, due to the increased variety of events pertaining
to the real and virtual wotlds that users work with. When coupled with the event-
storage and query service described in this dissertation, the resulting application
would enable users to have expressive querying lacking in previous solutions.

o for determination of work coordination and work flow,
Events pertaining to news distribution and usets’ actions can be retained and
studied in order to determine how wortk is being coordinated in between
individuals. This can yield very useful information on what are the most
important incoming events that trigger activity, their sources, and the sequences
of activities and other events that they cause to be generated. Insight can
therefore be gleaned on the flow of wotk in a reactive environment, which by its
seemingly unpredictable nature is hatd to model. There exists some
understanding on how to generate social process models from event traces
[RIN9G].

o for modelling an individual’s role and execution of duties.
High turnover of staff in the computing industry (where individuals tend to have
unique expertise and experience) is of major detriment to successful conclusion
of research or development projects. When an individual leaves, the person
taking on their role often ends up starting with a considerable set of documents
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pettaining to the project the departing person was working on. The time required
to browse, get acquainted with, and identify crucial data, through what may be
mostly useless and irrelevant documentation, is both extensive and expensive.
Furthermore, the new person has to determine how the documentation was
arrived at and the best use it can be put to. They also have to figure out how the
departing person executed their role with regards to their colleagues and
recognize upon what information input or feedback did they carry out and
develop their work, and produce deliverables. By acquiting and retaining detailed
information on an individual’s activities, and introducing the concept of a history
of use of all documents by different individuals, it is envisaged that it may be
possible, through automated and manual study of the history of activity created,
to create some meaningful model of the departing individual’s working duties.
This belief is reinforced by the observation that 53% of workplace interaction
involves a document [WFD94]. Indexing, cross-relating and retrieving email
threads that relate to documents would also provide a temporal and personal
context for the evolution of wotk surrounding those documents [WS96]. By
manipulating and appropriately presenting this information, a new person can be
assisted in getting up to speed quickly, since they can more easily determine the
major characteristics of the role. This scenario as envisaged is illustrated in Figure
2.2. Research on the issues involved in carrying out such an analysis is currently
ongoing at Xerox Research Centre Europe [Ben99].

Making and receiving
phone calls

et : retaln

a Craation of : history
new documents
Reading
Capture a user’s documents .
worki‘r:g dimension Synthesise activity and
assist in understanding
working role
Figure 2.2

Acquiring awareness of activities through events and keeping a history

2.3.2 Uses of event logging in the literature

Some aspects of the above have been attempted in various bespoke (and often
limited in scope) experimental environments.

In their investigation, Lamming et al. [LN93, LBC+94] collected information
pertaining to users’ activities, like details of their location together with extensive
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video footage of various activities they undertook. After the records captured were
textually annotated (through user intervention ot through limited automated
deduction), users could catry out limited seatches on the diary of activity thus created,
as well as locate the video footage relevant to the episode they wanted to recollect or
retrieve information on. The non-extendible event model employed to model
activities, and the restricted querying capabilities available, constrained the usability
of the tool created.

In the Where-Were-We [MH93] project, workgroups were allowed to carry out
playback of the video record as it is being taken, thus aiding recollection in case of
distractions or the need to clarify or review previously discussed points. Building on
this research, the Coral suite of tools [MHJ+95] supports real-time capture and
subsequent access to informal collaborative activities. Manual annotation in real-time
during the activity is required, this then being associated with automatically logged
events like drawing on the shared whiteboard tool. The meeting can then be replayed
from any instant.

Automated annotation of video (as mentioned above) would greatly assist the
above indexing techniques. [GGR94] segments continuous audio and video into
natural units and relates these to discrete events from the multimedia application,
such as user interaction, control events, and data content. The latter ate obtained by
keeping a record of the most significant events sent to the X Windows server
windowing software running on the participant’s machines.

Another approach is employed by CECED [CLFS93]. This tool is intended to
aid collaborative work in engineering design by capturing the history of the informal
phase of the specification and design process. In this case, audio records are stored
together with a log of the design traces, and system-level data like X events. This
allows subsequent replay of design traces. Similarly, Bellcore’s STREAMS project
[CH94] focuses on making and accessing recordings of technical presentations.

In the above representative investigations, event logging is used to capture
activity, but the logging capabilities are tailored to the application, and limited in
functionality. No classification of events is carried out, and this makes the use of
events specific to the application domain in question. The lack of a comprehensive
event model implies that the system cannot evolve to take on new event types
without requiring modification of the distributed components. It is not possible to
abstract event types of similar semantic meaning into a collective type, and events
cannot be composed into higher-level constructs. Retrieval is limited by the lack of a
dedicated storage sub-system and is often constrained to SQL-like searches. Users
are only able to browse through the activities undettaken, as annotated or recognised
by the system. In order to address the storage scenarios outlined above, an
appropriate query interface is required that has the capability of exploiting the
temporal and causal relationships between event instances.
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2.4 Computer-supported cooperative work

Some of the tools derived from studies of working practices between individuals
(Section 2.3) can be termed Computer Supported Cooperative Work (CSCW) tools. It is
proposed herein that by using events to communicate between and dtive interaction
within such tools, interoperability, flexibility and extensibility is enhanced massively.
Communication mechanisms within current tools are often hard-wired (e.g 2
distributed whiteboards communicating using a specific whiteboard protocol) thus
hampering flexibility and extensibility. In addition, a new requirement outlined herein
is the capture of the history of collaboration.

CSCW technologies enable multiple users to collaborate on some task. They
often achieve this by applying the notion of a shared space where multiple users may
interact on some common state. This may range from a simple common drawing
surface, to a shared document that may be edited by several users concurrently, to
complex three-dimensional virtual worlds [IKG92, GRWB92].

A crucial feature of collaborative interfaces is feedthrough, that is the ability of one
person to see the effects of anothet’s actions. Technically, there are two requitements
that need to be addressed, firstly to access and update shared data, and secondly to
know when that data has been updated. The latter requires notification mechanisms.
Even if data is stored and accessed rapidly from a central location, it is of no use
unless client programs know that it has changed and users’ screens are updated
accordingly. A notification mechanism fulfils this role, telling programs and users that
changes have taken place. Without notification, users may eventually see that changes

have occurred but at a timescale and pace that often are not acceptable for the task at
hand.

Event propagation is a good model for describing instantaneous input in user
interfaces and collaborative systems (like key-sttokes, mouse clicks and network
messages). However, collaborative systems emphasise the notion of shared data,
where the event-based model fits less well. Shared data petsists — it does not happen
at a particular moment. To address this, a collection of semi-formal and formal
techniques known as status-event analysis can be employed to define a shared
conceptual framework that includes aspects of both events and data state [DFAB98].
This has been employed to model the complex behaviour of shared windowing
elements in collaborative applications [DA96a], and has brought about an
understanding of the delays in user interfaces and collaborative systems [DA9GD].
[RDR98] investigates the design space for notification servers in CSCW applications
and documents status-event analysis; i.e. the various ways in which event notification
can be coupled with other communication mechanisms to bring together both event
propagation and shared data.

Capturing the history of collaboration

In addition to the scenarios enabled by storage of events outlined in Section 2.3,
there is another aspect to CSCW tools that is empowered through use of event
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histories. Because the majority of input events in a cooperative tool are sourced from
an entity external to the system, the user, most events are not directly causally related.
For example, when a user draws a line on a shared white-board, that event is
propagated to all the other shared whiteboards, where its interpretation involves
drawing a corresponding line. Therefore, the action that triggered the event came
from outside the system, and is not itself the result of some automated computation
in response to some other event. This implies that capturing all the triggered events
and replaying them is analogous to regenerating the external triggers, thus enabling
replay of the whole interaction. Replay is not always possible otherwise because of
the feedback problem (see Section 7.2).

Consider a typical CSCW application; a cooperative shared meeting with multiple
users taking part. Providing the new feature of capture and storage of the event
messages that are propagated amongst the distributed components can allow:

o replay of sequences of interaction and collaboration for post-meeting review.
A participant, or a petson that was unable to take part in the original meeting, can
(as allowed by any secutity policies in use) replay, browse through, and review the
whole and/ot patt of the meeting,

o Jocating of the sequences to replay or browse.
It is useful for one to be able to search on event type, event attribute, or activity
composed of multiple events; with the ability to further qualify each in terms of
other events and/or activities that have occurred before or after. This allows
users to locate sequences of interest through imprecise qualification based on the
knowledge they can recollect tegarding when the sequence occurred (as in a
memory prosthesis).

®  automated generation of a summary of the meeting.
In addition to automated minute taking based on teal-time monitoring of activity,
it is also possible to extract a limited summary of a meeting from the history of
the events that occurred within it. This, however, requites analysis of any video
and audio streams used — either through softwate, by detecting specific images
and using speech recognition to pick keywords; or through manual annotation.

o More elaborate options for coping with mobility and network partitioning.
When components become mobile, their ability to receive events is suspended
until they reconnect. If the mobile user is involved in a computer-based
collaboration, important aspects of the meeting can be lost. For example, when
the uset’s components complete a move to a new workstation, the components
can once again communicate with the other users’ conference components and
network services. At this point, to build their state to a level consistent with that
of other users, the components require all the events missed from the period of
disconnection. The situation is complicated by the fact that while one user was
disconnected, other users may also have been disconnected and thus no user has
a consistent view of the application. One approach to address this problem is for
each user to retain events from the session so that each has a consistent view of
the events generated locally. After re-connection, a uset can request that the other
users send him/her the events generated by themselves locally.
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A similar problem can result if the network fails temporarily, resulting in a
conference being partitioned into two or more segments. One way of addressing
this without resorting to complex conflict resolution is to show a user what
happened whilst he or she was disconnected. This can be cartied out by creating
a copy of all local objects, initialise them up to the point of pattitioning, and to
replay within them the collaboration pertaining to the remote conference. Users
can discuss what happened within the separated groups duting the conference’s
partitioning, and decide which of the sequences of activity they wish added to
the new global session.

While the above points utilise the example of a cooperative meeting, event capture is
also applicable in most shared collaboration applications like shated document
editing, media spaces [GAV92, BHI93], and virtual-reality multi-user wotrlds
[FBSC93].

2.5 Other application areas

This section reviews some further application areas that would benefit from the
application of a comprehensive event model and event storage architecture.

2.5.1 Visualisation of mobility

Another application enabled by event storage and replay is that of visualisation of
user mobility. Several technologies enable people to be tracked and followed as they
walk around 2 building, Examples in deployment include the infra-red-based Active
Badge [HH94], its ultrasonic equivalent the Active Bat [WJH97], and technologies
employing image trecognition techniques through widely deployed video cameras
[Lop99, SKB+98]. The hardware detection technology is then intetfaced to
monitoring software that exports some bespoke application intetface. By interfacing
these proprietary technologies to a generic event infrastructure, they can be used
together in aggregate for a more thorough view of the physical world.

By retaining a history of movement for some period, several applications become
possible. One is, as documented in Section 2.3.1, to enhance the context information
within a uset’s automated diary. Another application is enabling visualisation of
mobility for security reasons, or for carrying out safety evaluations of a building, The
movements of individuals can be fed into a virtual reality model of the building (see
Section 7.6) and reviewed from any three-dimensional viewpoint while, for example,
people leave a building during an evacuation drill. This can be used to identify and
rectify potentially dangerous bottleneck zones in the layout of the building, Similarly,
by replaying people’s movements into a knowledge base, it might be possible to
deduce the identity of the possible perpetrators of a ctime (the classic who-dunnit
scenatiol).
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2.5.2 The Active Home

An area that is inciting major research and commercial interest is that of the
netwotked home, whete ubiquitous computing devices and networked consumer
devices ate widely deployed. It is proposed here that event notification is the only
feasible approach towatds internetworking the appliance space. Additionally, event
storage can enhance the services that could be made available,

There have been vatious proposals for enabling the integration of the plethora
of devices that one can envisage being available in such an environment (a survey of
which is given in [Dut99]), with most exporting a proprietary interface language ot
adheting to conflicting industry standards. Suitable candidates for networking and
digital interfacing in a home are systems like lighting, entertainment (audio and
video), secutity, communications (telephones, video-phones, and door intercoms),
climate-control, fridges, ovens, toastets, and even the cat flap! It is unlikely that a
tightly coupled communications model can ever be used in this scenario, where
devices will be supplied by manufacturers with widely conflicting and competing
commetcial objectives and backgrounds. The computing capabilities embedded in
such devices ate also likely to vaty considerably in their extent and heterogeneity (see
Figure 2.3). With these constraints, a loosely coupled model of communication and
interaction is appropriate.

The above, and the fact that most household device programming is reactive in
natute (“do A in response to B”), makes the event-driven style particularly appropriate.

Heating and Ventllation

Food
Storage

Lighting

Health

Monitoring

Devices

Telecoms

Home Computer(s)

Sound and Vision
Entertalnment Systems

Figure 2.3
The Active Home
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Lightweight wrapper programs can be written around the proprietary intetfaces to
make devices active (i.e. event soutces and/or consumers). Other software modules
can then be wtitten to control and monitor the various devices according to some
declarative logic. Novel examples of such expressive configurations are “If I am home,
turn on the heating in the Ritchen at Gam and activate the hot water boiler” or “Gif I am watching
television and someone rings the doorbell, re-route the ontside camera image onto the TV, as well
as “move the music around the house to follow me as I walk around”.

Configuring such rules can be complex, and possessing information on
behaviour patterns can be vety useful. By building a model of behaviour of the
residents, as well as monitoring patterns of variation in the physical environment (like
tempetature), the control software can be made to fine-tune its programming or
devise entitely new flexible rules for driving the home’s hardware. In short, the Active
Home can be made to adapt itself to suit its owners’ preferences.

2.5.3 Graphical user interfaces and usability studies

Although windowing systems and graphical user interfaces (GUISs) are, for the most
patt, single-address-space applications, event notification and messaging have long
been employed within them. The chief concern with the current approaches
undertaken by these systems is their reliance on proprietary and latgely application-
specific centralised event infrastructures. In this area, event storage and trace
interpretation has also found some application, however the query interfaces
provided are bespoke, based on the application-specific interpretation that is applied.
It is therefore not possible to deploy these systems within other environments, The
pitfalls encountered by these approaches further motivate this thesis.

Graphical user interfaces of complex applications are usually composed of
hundteds of windowing components like scroll-bars, menus and menu entries, push
buttons, text-fields, dialog boxes, status bars, drop lists, etc. Constructing a graphical
application with multiple layers of windowing containers and elements, and
configuring communication between them is complex. For this reason, most GUI
development packages model windowing elements as stand-alone objects, and the
user interface is then assembled by encapsulating multiple elements within each other
as in a structural hierarchy. For example, the menu entries are embedded within a
menu option, and the menu options within the menu bar, which in turn is
encapsulated within the window header component. Input events pettaining to input
devices like the mouse, keyboard or touch pen are passed on upwards along this
hierarchy if the components ‘register’ that they can process, or ‘listen to’, such events.
Howevet, these events often also need to be propagated across the hierarchy, since,
for example, moving the mouse over a menu entry could be made to display an
explanatory message within a status bar at the bottom of the application window.
This can be handled by each windowing element exporting a list of events it can
supply, and other components can then designate themselves as listeners for these
events. This is analogous to event notification, and a good example of it is Java
2™[Sun99¢]’s internal event model within the AWT [Sun97b] and SWING [Sun99a]
uset-interface construction class packages.
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Retaining and storing some or all of these internal events has been applied in a
numbet of contexts. Most notably, in studies of application usability, event traces
(usually coupled with captured video) pertaining to users’ interaction with an
application ate employed to appraise its user-interface [BHS93, HHH92]. Keystroke,
mouse clicks, mouse trajectoties and other low level events are logged and
intetpreted based on some semantic knowledge of the state of the application and
interface. Evaluation parametets ate the interface’s intuitiveness (how easy it is to
figure out how to carry out some operation) and expressive power (how many steps
are required to complete a task).

Of particular interest is Mictosoft’s Lumiere [HBH+98] technology that seeks
to not only study user interaction but also assist the user in real-time. At the heart of
Lumiere ate Bayesian models that capture the uncertain relationships between the
goals and needs of a user and observations about program state, sequences of
actions over time, and words in a uset’s quetry (based upon when the query was
made). Lumiere monitots events with an event system that combines atomic actions
into higher-level modelled events. The modelled events are variables in a Bayesian
model. An event language was developed for building modelled event filters. As a
user wotks, a probability distribution is generated over areas that the user may need
assistance with. A probability that the user would not mind being bothered with
assistance is also computed. Lumiere is deployed in all of Microsoft’s Office
97/2000 products [Mic99b] as the Office Assistant. In its production version, an
animated avatar is used to suggest context-sensitive tips to usets on how to facilitate
their work by using features they may not be awatre of. The system also attempts to
infer questions that users might be about to ask before they have even brought up
the help system. In Office 2000, the applications monitor users’ use of menu entries
over time and modify the menu selections available to more closely reflect the
feature-set that each individual deems useful. Similarly, the forthcoming Windows
2000™ operating system [Mic99c¢] contains a related module that studies several ways
in which a uset interacts with its windowing environment and dynamically alters its
structute to prominently reflect applications and tools that are used frequently.

2.6 Conclusion

This chapter has not exhaustively detailed all the possible applications of event
notification and storage of event information. Instead, it has introduced the most
televant application categoties. Within these broad categories, it has discussed novel
and enhanced functionality that can be enabled through the provision of a powerful
event storage paradigm, and highlighted related work. Much of the envisaged
functionality requites complex application logic that is beyond the scope of this
document. Rather, its illustration motivates the requirement for an event storage
setvice that can provide a sufficiently powerful storage and retrieval paradigm that
suppotts tackling the major research issues in these areas.
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2.6 Conclusion

By examining the core requirements of the functionality described, one can draw

up a set of criteria that need to be satisfied by a comprehensive event storage
solution. These are:

a generic and flexible model for representing event types,

Proprietary event-driven solutions sometimes have an event type-system, while at
other times rely on unstructured string-based messages. This model is often not
extensible, therefore restricting evolution of the application. Invariably, this also
implies that the system will be a closed wotld of related components. A generic
event type model, on the other hand, encourages dynamic adaptation of an
application, and enables it to be constructed from independent components.

a non-intrusive architecture for notification and capture of events at various conceptual locations
within an application,

Event information can be collected at vatious locations, for example, at event
sources, at centralised application-driven locations, and at gateways between
domains. Event storage also needs to be employed within the event notification
mechanism as well as outside it, interacting ditectly with applications. Issues like
lack of global time, network latencies and scalability need to be addressed.

an event storage architecture,

An event repository must be flexible in its design, so that it can be customised for
environments with constraints on memory, storage and processor availability. It
must also embed a storage engine that can process and keep up with streams of
incoming events, while at the same time provide facilities that enable a temporal
retrieval interface to be deployed over it.

a core subset of temporal retrieval and replay functionality that can be built-upon by
applications to enable higher-level application-specific interpretation of event histories.

In order to enable intetpretation and analysis of event histories, a retrieval
interface is required that goes beyond traditional database query languages and
supports primitives that reflect the temporal sequencing of events.

These requirements and the issues they raise are addressed in depth in Chapters 4, 5
and 6.
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Chapter 3

Related Event Middleware

This chapter reviews related general-purpose event-driven and messaging
infrastructures.

It starts by briefly introducing distributed middleware and the important role it
plays in building distributed systems. It then focuses on asynchronous messaging
technologies that implement event notification. While Chapter 2 dealt with event
notification at application level by describing its usage in various domains, this
chapter looks mote closely at specific messaging and event-driven systems, and their
infrastructures.

Section 3.1 lists the technologies available in distributed application middleware
and desctibes coupling models of integration. Section 3.2 then shifts the focus onto
event notification by describing variations on the event-based messaging model.

Two ptimary categoties of event transports are then distinguished; event-driven
systems are reviewed in Section 3.3, while message-oriented middleware products are
treated in Section 3.4. Although the functionality of either overlaps considerably,
their distinct origins and different (although converging) philosophies merit separate
discussion. The most representative solutions and products in both fields are
reviewed with a view to their application, or lack, of event storage and retrieval.

3.1 Distributed application middleware

In general, building any distributed system implies satisfying a number of basic
requitements; application processes are distributed across several machines, those
processes need to be located, and they need to communicate amongst themselves. In
addition one needs to maintain security of the data, work with heterogeneous
platforms involving different networks, operating systems and data formats, and cope
with limiting constraints like unreliable, low bandwidth or high latency network
connections. Addressing all these issues within each application is a major task, and
therefore it is practical to resort to general-purpose middleware that tackles the
problems transparently and abstracts away all the nitty-gritty details of distribution.
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In this discussion, therefore, the tetm distributed middleware is taken to denote

software components, running between the application and operating system layets,
that address the above issues and enable communication complexity to be abstracted
away from the application writer. This is usually cartied out by providing the
application developer with an Application-Programming-Intetface (API) that
abstracts away most aspects of disttibution.

3.1.1 The categories of middleware

Distributed middleware can be grouped into three loosely defined categories:

Client/ Server

This involves connection-based communications using a procedure-oriented
invocation model. Examples of this categoty ate remote database access
middleware, remote stored procedures and remote procedute calls (RPC). In this
well-established method of distributing application processing, an application
uses RPC’s to execute remote procedutes that are located in another program,
whete the latter can be located on a different computer and/or platform.
Client/Server uses the call procedute construct from sttuctuted procedural
coding techniques. The client calls a procedure to perform an operation, which is
then carried out by the server on behalf of the client. Execution at the setver is
thus controlled by the client. RPC communications ate inherently synchtonous,
with control being passed from the local procedute to the temote one, and local
execution being blocked until a result (and control) is returned. Asynchronous
communications can be supported but requite explicit support from the
application through multi-threading,

RPC systems emphasise strong data-typing of the result data transferred.
This is due to their frequent integration with a programming language
envitonment that is common to both client and setver. The servet’s intetface is
mitrored in a stub ot skeleton, that is then linked with the client code to enforce
type matching at compile time. This is illustrated in Figure 3.1.

Get stub and link with
client at compilation time

Call function
Block client

E———
<

i & Result
1 Unblock client
Client Server APL Server APl Server
stub
Figure 3.1

Client/Server — Remote Procedure Call
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There are a large number of proprietary RPC systems, with the most widely
used being DCE’s RPC service [OG97], ONC [Sun98], and Java™ RMI
[Sun97a] (whose features make it ovetlap onto the next category below).

Distributed object frameworks

These provide connection-based communications using an object-otiented
invocation model to distributed computing, which increases the flexibility and
reusability of application systems. In the same way as client/setvet, the client’
controls the operation of the server. The user performs operations through a
local object on an object cteated by the disttibuted object system, by invoking its
methods. In general, this interaction is also synchronous. The disttibuted
components, here being objects, usually interact through an object request
broker, or ORB. The ORB handles the requests that an object makes of another
object, and provides the mechanism for locating and interacting with objects
across the network. The structure of the OMG’s CORBA ORB [OMGY9] is
illustrated in Figure 3.2.

Distributed object frameworks enforce strong data-typing but are designed to
integrate heterogeneous components with different environment type systems. In
order to address this, they provide a standard type system that language-specific
type systems map to. An interface definition language, like the Object
Management Group (OMG)’s IDL [OMG99], is used to describe the object
interfaces, from which programming-language dependent stubs can be compiled.
These then allow compile-time type checking,

The main distributed object technologies in widespread use at present are the
OMG’s CORBA standard, and Mictosoft’s DCOM/COM+ [EE99].

Client J Object Implementation E

bjec

. i
Dynamic IoL ORB Skeleton  Skeleton Adajptor

Invocation Stubs Interface

ORB Core 1

Figure 3.2
The structure of 2 CORBA Object Request Broker

Event-driven systems and Message-Oriented Middleware (MOM)

Message-oriented middleware usually involves connectionless communications
using a message transport, sometimes called an event bus architecture ot message
pipeline, to send event messages between applications. An asynchronous peet-to-
peer invocation model is employed, whete an application sends a message by
passing it to the local middleware at its end. This step is functionally separate and
decoupled from the act of transferring the message to its destination, where the
receiving end of the messaging middleware delivers it to the receiving
application. No acknowledgement of delivery is sent to the sending application
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unless it explicitly asks for one. Building on the basic communications channel
thus provided, important value-added services include message-guening middleware,
where guarantees can be provided on message transfer even if the applications
cannot communicate at all times. Another important service is that provided by
message brokers, which amongst other things, provide fot publish/ subseribe setvices,
message transformation, and limited composition. Several MOM systems do not
have a type system for structuring message data. There are several industrial
products providing MOM, and Section 3.4 illustrates the functionality of some
of the major products in the market.

Pure event-driven systems have evolved separately from message-oriented
middleware; wheteas MOM originated from the need to reliably connect
application programs to a centralised database server, the concepts behind event
notification systems derive from internal system tasks like graphical windowing
and active database triggers. In this area, the emphasis is on a so#rce of event
messages advertising what events it has available, and cZents then registering their
interest in being notified on when those events, with some qualifying constrains,
occur. The constraints can reflect content, frequency, and composition. In its
most lightweight form, this corresponds to the publish/ subscribe service provided
by most MOM vendors. However, several research systems go far beyond this by
supporting type systems, comprehensive registration, event brokering, federation,
and composite event sequence specification. Section 3.3 describes some examples
of this functionality in more detail.

Although the above categories might appear exclusive, in practice several middleware
solutions in use today provide functionality overlapping across all three areas. No
technology is more exemplary of this that the ever-evolving Object Management
Group’s CORBA specification, which now provides services to tie it into RPC-based
systems, messaging, and supports event propagation through the CORBA Event
Service [OMGY7] and the CORBA Notification Service [OMG98a] specifications.

3.1.2 Distributed models of coupling

Client/Setrver and disttibuted object frameworks are based on a #ght conpling between
the object that requests a service (the client) and the object that satisfies such
requests (the setvet). Before invoking a service, the client has to know the existence
of a server capable of satisfying its request and has to obtain a reference to the
server. These client and server need to be:

e aware of each other’s API. Changes to any one side need to be applied or
reflected within the other application,

e online at the same time,
e able to communicate synchronously over a network.

These constraints are difficult to address in dynamic environments, where the clients
and servers making up a distributed system have different lifetimes and may be under
different technical or organisational management. In many situations, a de-coupled,
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ot /loosely conpled, communication model is preferable. Under such a model,
communicating distributed modules (not necessarily identified as clients and servers):

e need have little or no knowledge about one another,

e can be modified independently of each other without requiring modification or
recompilation of one anothet,

e need not run at the same time,

e communicate asynchronously, in that they can proceed with their computation
independent of each othet’s state of execution and need not block awaiting
replies to messages.

Message-otiented middleware and event-driven systems meet these critetia by
decoupling the delivety of data from the disttibuted components. This enables
dynamic system configuration. The tremainder of this chapter will now focus on
these systems and illustrate them in further detail.

3.2 Event-based messaging models

There are several variations on the event-based messaging model (as defined in
Chapters 1 and 2), most relating to the level of distribution of the services making
up the event-based style and their location. There are three notional entities in the
event-based model: (1) a source of messages or events, (2) a consamer (or client) of
events, and (3) « message transfer service that delivers messages from the former to the
latter. The services of event-registration (or subscription), filtering, action injection,
fault-tolerance/error handling, and message transformation that may be available can
be positioned at various locations at or in between these three entities. Different
systems distribute or centralise these services differently. For example, filtering can be
carried out either at the source, at the message bus through a notification setver ot a
message broket, or at the client. There are advantages and disadvantages to each
approach.

From amongst these distinctive approaches, one can identify two opposing styles:

o Direct (Client/ Source) — the event clients and event sources are aware of each other
duting communications, that is, a source sends a message directly to a client it
knows about, and clients carty out registrations directly with the source of
information. This does not imply a static system, as the components can discover
information about each other dynamically at runtime. This is the pure distributed
event notification model where there is no centralised messaging entity (except
maybe for a directory service or other specialised components). The core
messaging technology is therefore available at each component, and therefore,
the functional focus of the system is in its components.

o Indirect (Client/ Channel/ Sonrce) — in this model all functionality is contained in the
delivery entity, the event/message channel (also called a message bus ot a message
transpord). This can be distributed, centralised, or consist of a mixture of

35




Chapter 3 - Related Event Middleware

Event Source

y  Registration

 —

Event

Client Event

Triggers

Notifications S

Notification Server

Notifications

Filtering

Figure 3.3
A. Direct event model
B. Indirect event model
distributed and centralised modules. Therefore, the soutce passes on its messages
to the channel, and clients register with the channel. Clients and Soutces know
only about the message channel and do not know about each other. The message
channel is therefore a complete go-between.

These two approaches to event notification ate shown in Figure 3.3. In practice,
many event systems have elements of both styles, and the same functionality can be
provided by both, While in the indirect model messaging functionality is embodied in
the transport and duplication of functionality can be removed thtough centralisation,
the direct approach requires that all functionality be replicated at each component.
Although this may require that platforms at the component level be mote powerful,
it makes integration of components under different management mote
straightforward and renders the system immune to failures of ctucial modules.

Another important qualification is how general putpose an event notification
system is. Most of the event notification systems deployed in the ateas outlined in
Sections 2.2 - 2.5 are designs tailored for the application domain they are deployed in.
An indication of a design’s generic nature is whether it applies any semantic meaning
to the event messages it delivers. A general-purpose event solution should not make
any assumptions as to the meaning of the event data it is delivering and should not
attempt any non-application-driven interpretation of it.

Eatly event systems did not provide type-support, and messages consisted of
strings or packets of unstructured bytes. Since then vatying degtees of type system
support have been provided. Some transports only allow message typing, in that an
event message can be of a defined type. At the other end are comptehensive type
systems that allow structured typed events with typed parameters. In the latter, event
schema can be propagated amongst components statically through stub linking at
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compilation time, as in CEA [BBHM95], ot dynamically at run-time, as in HERALD
(see Chapter 4).

3.3 Event-driven systems

There are several systems that qualify as general putpose event-based communication
mechanisms, with some having evolved into such from more bespoke origins in
specific application ateas (see Chapter 2).

Several early software integration systems, such as FIELD [Rei90] and
SoftBench [Ger90], provide message routing services to deliver messages and enable
modules to react to events generated elsewhere. Event-based general-purpose

communication mechanisms for loosely coupled integration are suggested in [GN91,
SN92, OPSS93, MDL93].

The concepts of event notification have found application within programming
environments. An event-based language for parallel programming called EBL is
described by Reuveni [Reu80]. In this language, events are the only control
mechanism and cause the activation of event handlers. Some languages have event
announcement primitives built in to facilitate intra-program interaction, e.g
Smalltalk [Sha89]. ECO [SCT95] defines language extensions for C++ and Java™
to enable event-driven method invocation in objects.

Similar in concept is the idea of #ple spaces. Tuple space systems define a shared
space, like a whiteboard, where #uples (a list of typed data fields) of information are
placed. Multiple concurrent client processes then have available a small set of
operations through which they can interact with the tuple space, and read and write
data in it. A sender places a tuple in the tuple space, and receivers can inspect or
remove tuples from this space by specifying a template tuple. Reception occuts when
a match for the template tuple is found. Linda [Gel85] first illustrated the concept of
a tuple space, and since then, several other systems [MW88, DFWB98, WMLF98]
have been proposed that enhance the basic functionality by providing services like
persistence and distribution.

Event notification concepts have a long history in the Al community, such as
actors [HI91] and blackboard systems [JDB89]. Some rule-based systems, such as those
found in cettain process-centred environments like Darwin [MR90], Marvel/Oz
[BK95], Oikos [MA94], and Adele [BEM9%4], are based in part on event-based
substrates, in that updates to data may trigger particular actions. Generally, these
systems have a broader focus than applicaton integration, encompassing
configuration management, software process and other domains.

This section introduces some general-purpose distributed event systems and
fllustrates their main features. Where applicable it desctibes their use and support of
event storage.
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The Cambridge Event Architecture (CEA)

The Cambridge Event Architecture (CEA) [BBHMO95] is a direct notification model
(as defined in Section 3.2) and was one of the first architectures to embrace the
publish-register-notify programming paradigm. CEA has been used in building of large
scalable distributed systems in various fields, amongst which were multimedia

cooperative applications, telecom monitoring systems [Ma97], network management
and location-oriented applications [BHB96, BSHB98].

Just as CORBA objects are defined using the OMG’s Interface Definition
Language (IDL) [OMG99], which allows other objects that want to interface with
them to encapsulate pre-written stubs at compilation time, active objects in CEA use
an extended version of IDL to declare and publish the events they will notify to
clients if asked. Event stubs are automatically generated and linked in with client
code. Such objects have a register method in their interface and interested parties may
register interest in any event class, specifying parameters or wildcards in their
registration template. Event occurrences are created as objects of specified type. Events
may be named and parameterised, where the parameters can be of any IDL
supported type. When an event occurs, the service matches it against a stored
template associated with each registration; subject to access restrictions, each client
whose template is matched will be notified of the event that has occurred. Figure 3.4

object which s
.20 event source

synchronous method
invocation

————
-

-
. ———
-

————

e ————
-

asynchronous notification(s)
of matching event(s)

Figure 3.4
The publish, register, notify event architecture of CEA

shows the approach.

In addition to direct, source to client, notification of events, intetmediate services
known as event mediators can be defined. An event mediation service might be set up
to notify any number of clients, and might register interest with any number of event
sources. One use for a mediator is to remove the filtering function from a primitive
event soutce by providing an indirection between it and its potential clients. Any
source that cannot afford the overhead of template matching can notify all its
detected events to such a mediator. A mediator can be used to prevent a mobile user
from missing events of interest while disconnected from the networked systems for
petiods of time. It registers interest with the required event sources on behalf of the
mobile client and buffers the events notified to it by these sources. It also registers
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interest in the location of the mobile client, and notification of an aftach event
(detecting the mobile user) triggers the delivery of the accumulated events to the user
at the new location. CEA therefore employs soutce-side filtering in order to reduce
the volume of events sent over a network and in order to ensure that clients need
only receive information that is relevant to them. This also reduces performance
requirements at the clients.

CEA also introduced the notion of composite events being generated from
temporal combination of primitive events. Complex scenarios can then be defined
and specified, and composite event services can be built that will, on their clients’
behalf, register interest with appropriate event sources and notify clients when a
composite event is detected. A composite event server is an example of an event mediator
that can carry out filtering across events of different types from different sources.

The CEA architecture has been designed to inter-work with a comprehensive
role-based access control scheme called OASIS [Hay96).

In [BBMS98], the CEA event model is enhanced to support hierarchical event
type specification and inheritance, and the concept of an event federator is introduced.
This module can detect composite event sequences and inject actions into application
components in response. Event brokers also retain information pertaining to the
event sources and can act as gateways between different event systems, providing

event transformation and mapping services. The HERALD event transport (see
Chapter 4) builds on this extended framework.

Due to its reliance on IDL and static stub linking, CEA cannot be termed a
loosely-coupled infrastructure as defined in Section 3.1.2. This is because event client
objects that want to interact with event sources need to know about each other’s
interface methods at compilation time. Its primary contribution is in demonstrating
how asynchronous operation and comprehensive event services can be added to
inherently synchronous industry standard platforms. CEA implementations have
been demonstrated on top of RPC-based mechanisms like MSRPC3 and Java™
RMI [Sun97a)), as well as on top of CORBA; the COBEA implementation [MB98].

The Events-Constraints-Objects (ECO) model

In the ECO (Events-Constraints-Objects) [SCT95] programming model from Trinity
College, Dublin, the basic abstractions are objects, classes, events and constraints. ECO is a
programming model rather than a middleware service, as it defines event extensions
to object-oriented programming languages like C++ and Java. Its treatment of
events as triggers for method invocation is reminiscent of Smalltalk [Sha89].

In ECO, objects are instances of a class, and have instance vatiables and
methods that operate on those variables. A class specifies the interface to its
instances together with the events and constraints used by the instances. A property
of the class is therefore its capability to consume and to generate specified events.
Objects communicate by announcing events and by processing those events that
have been announced. A method can be bound to one or more events and several
methods of an object can be bound to the same event. A bound method therefore
behaves as an event handler in that it is invoked automatically when the
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corresponding event is announced. The programming language runtime system is
responsible for gathering the events generated and for notifying events to the
interested objects. This effectively decouples objects, in that they do not have to be
aware of each other and can execute asynchronously with respect to each othet.

A constraint specifies a condition that controls the propagation of events. There
ate different kinds of constraints, categorised by the data that they can access, by
their evaluation points, and by the actions that they are allowed to petform. Notify
constraints are set by destination objects at subsctibe time, and place conditions on
notification. Such conditions are priority and the number of recipients. Pre- and
Post- constraints are attached to the event/method bindings and can be employed to
force synchronisation in an otherwise fully concurrent programming envitonment.

Other event systems

FIELD [Rei90] was probably the first event-based integration system. FIELD has a
client-server architecture. Client programs, called ok, broadcast messages
anonymously by sending them to a central message server, Msg. Tools specify the
classes of messages that they want to receive by registering message patterns with the
server. Msg then delivers to each tool only the messages that match the tool’s
message patterns, FIELD also provides an optional tool, called the Policy Tool,
which can intercept messages and perform user-specified actions on receipt of those
messages (teroute messages, replace them with other messages, etc). These user-
specified actions, called policies, are external to tools, so no tool modification is
necessary to enforce policies.

Polylith [Pur94] employs a soffware bus architecture. Individual programs, also called
tools, connect their input and output ports to an abstract bus, and send and receive
messages on named bus channels. A module interconnection language (MIL) is used
to encapsulate external programs as tools and then bind the output potts of tools to
the input ports of other tools. Messages may be of simple, structured, or pointer

types.

In Elvin [FMK+99], notifications ate sets of named and typed data elements. A
subscription is a declarative Boolean expression over the contents of event
notifications. By issuing a subsctiption, 2 component can declare its interest in a
number of notifications characterised by some common propetty.

A similar mechanism is provided in JEDI [CDF98]. In JEDI, a notification is
defined by a name and by a number of parameters as in CEA. Event receivets
subscribe for event patterns, which are expressions over the name and parameters of
a notification. This is more expressive than the template matching mechanism of
CEA in that subscriptions can also apply wildcard match on the event type itself as
well as on the #umber of parameters.

Yeast [IKR95] is a client-server system in which distributed clients submit evens-
action specifications with a centralised server, which performs event detection and
specification management. Fach specification submitted by a client defines a pattern
of events that is of interest to the client’s application plus an action that is to be
executed in response to an occurrence of the event pattern. Thetefore, this is not an
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event-based infrasttucture per se, since its event setvice triggers actions rather then
notifications. By default, any output produced by the commands of the action is sent
by electronic mail to the user who submitted the specification. Most of these
specifications and events telate to platform and operating system properties like
filing, disk storage, memory usage, ptocessor load, user activity etc. READY
[GKP98] elaborates on Yeast’s specification language to allow compound matching
and aggregation (similatly to CEA).

3.3.1 Event standardisation efforts

There are a number of mainstream event-related standardisation efforts. The main
ones are the OMG’s CORBA Event Service [OMG97] and Notification Service
[OMGY8a] specifications, the TINA consortium’s Notification Service [TIN96],
and the IETF’s Internet-Scale Event Notification Setvice effort that is still at the
drafting stage.

CORBA Event Setrvice

The CORBA Event Service specification defines an indirect channel-based event
transpott for deployment within distributed object frameworks. It defines an
EventChannel interface that decouples event suppliers and consumers. Suppliets cause
events to be generated and placed onto the channel, and consumers obtain events
from the channel. Channels ate typed, in that a channel only has the means to signal
events of its own type to its consumers and will ignore all other types of events. In
the Event Service, as in ECO, and in contrast to CEA, events ate not objects or
entities onto themselves. They are metely triggets that cause methods to be executed,
albeit untyped parameters can be passed into those methods. The specification allows
for different styles of interaction with an event channel, specifically push and pull.

Push interaction is suppliet-driven. In this style of interaction a consumer object
must have its interface conforming to the PushConsumer interface. After it registers

PushSupplier

PullSupplier

Figure 3.5
Event propagation styles in CORBA
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interest in an event type with the channel, whenever an event of that type is
generated at a supplier, the consumer’s push method is invoked with the event’s data
as input parameter.

On the other hand, p#// interaction is a polling consumer-driven style. In this style
the supplier buffers events of the type that a consumer has registered interest in, and
it is up to the consumer to invoke a pull method each time it is ready to teceive an
event. This blocks the client until such an event is available, upon which the method
is executed with some or no event data. An alternative non-blocking interface that
returns a boolan value reflecting whether an event was available or not can also be
employed. Event buffering is initiated at the supplier once the pull-style client-
channel-supplier connection is made.

These two styles of event propagation are illustrated in Figure 3.5. A channel can
support multiple suppliers and consumers concurrently.

The CORBA Event Service specification does not directly support events
having structure and typed parameters, and therefore restticts the extent to which a
consumer can define what events it wants to receive. Its decoupling of supplier and
consumer identity is also not always desirable.

CORBA Notification Service

The Notification Service specification is currently at the draft stage, but is close
enough to being finalised to warrant discussion. This specification is important as it
addresses the shortcomings of the Event Service specification and extends it to
provide features from research-based event systems. Its main developments in this
regard are in supporting structured events, content-based filtering, and a quality-of-
service (QoS) interface.

In the Notification Setvice, an event is similar to an object in that it is
structured into a number of compulsory and uset-specified parameters. It has a type
defined as a domain/type/name triple, and within a secondary header defines a
number of optional constructs that define its priority, reliability and timestamp. The
user-specified body is divided in two sections, each of which can contain any number
of fields. The first lists filterable fields that may be used by a consumer to specify
filtering, while the second contains additional message parameter data as desited by
the user.

Channels support the filtering interface, which allows a filter object to be
attached to them. Such an object, usually located before a consumer, only forwards
through it events that match the filtering expressions it is configured with. Mapping
filters may also be used that take action on events according to their optional headers.

QoS constrains may be imposed on a per-channel, per-proxy and pet-event basis.
The specification demands that the following default set are recognised (although not
implemented): Connection Reliability, Priority, Event Reliability, Maximum
Batch Size, Ordering Policy, Discard Policy, Expiry Time and Pacing Interval.

Finally, the specification goes some way to support dynamic evolution of events
and dynamic adaptation of consumers by providing for an Event Type Repository.
This facility lists the names of event types and their associated structure.

42



3.4 Message-oriented-middleware

3.3.2 Storage in event systems

To the best knowledge of the author, none of the above general-purpose event
systems ot setvice specifications have defined an event storage service. The need was
perceived in the context of the CEA treseatch project at Cambridge, and this
dissertation is a result of that research. However, an analysis of the undetlying
concepts behind most of the above event-dtiven systems reveals scope for not only
the provision of an event storage and retrieval service within event-based systems,
but also fotr integration of such a setvice within the core infrastructure of the
systems. This is highlighted in the discussion of HERALD (see Chapter 4).

3.4 Message-oriented-middlewatre

This section describes Message-Oriented-Middleware (MOM), the mainstream
commercial equivalents of event-based systems. Early MOM products originated
from the need for remote applications to communicate asynchronously with
centralised database systems, but rapidly evolved into middleware for enabling
systems integration (patticulatly in terms of legacy applications). The term
‘messaging’ is populatly used to refer to electronic mail systems, and this comparison
is approptiate since messaging middleware is analogous to a general-purpose high-
speed e-mail system with guaranteed delivery.

3.4.1 Core features of MOM

MOM provides an asynchronous communication channel (or message bus) between
applications or components. There is no explicit client/setver relationship at the
middleware level, as the communicating applications are viewed as equals. One
application sends a message to another. Its primary acknowledgement of delivery is
that it has submitted its message to the messaging middleware at its side. The
messaging transport then guarantees that at some time, in some way and through
some route, the message will be delivered to the intended recipient. On top of this,
some products/systems do provide temporal guatantees on delivery, and the ability
to request acknowledgement of receipt from the receiving application. This structure
is shown in Figure 3.6.

Message-Quening Middleware (MQM) is a type of MOM that combines a message
transport and a queuing service. Although, conceptually, message queuing is a service
provided on top of the cote messaging transport, it is requited for guaranteed
delivery and has become an intrinsic feature of messaging, Message queuing is
ptovided by all majot MOM products. Messages are pushed into the local
transmission queue for delivery, delivered between queues asynchronously, and
placed into the receiving queue at the receiving end. The receiving application can
then retrieve them when it can. Transactions can be applied to the act of placing and
tettieving a message into a queue, transmission between queues, or over all three
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Figure 3.6
Decoupling of message propagation in MOM
stages. Queues can be persistent on disk storage, and can be reinstated aftet a system
failure or restart. Other key functionality includes load balancing, multi-casting,
guaranteed delivery, and several levels of fault tolerance. The vatious MOM products
available provide some subset of this functionality, and most add sevetral high-level
value added services like message brokering and publish/ subscribe.

A message usually consists of a structured collection of fields making up an
object or data structure, mapped to a human- and/or machine-readable string. The
nature of the mapping employed and extent of the typing supported vaties according
to the messaging system, and can be language ot platform dependent. At present,
there is a drive to employ XML [BPS99] tagging as a standard representative format,
due to XML data being self-describing. Although messaging is particulatly suited for
application integration over heterogeneous platforms and environments, it can be
applied over homogenous domains, and as a2 communications pipeline for other
middleware technologies. For example, two applications built using the same
programming languages (like Java™ or C++) can transmit flattened (ot serialised)
objects over MOM. Similarly, the marshalled parameters of a CORBA remote
invocation may be sent over a messaging transpott. In fact, the CORBA Messaging
specification [OMG98b] lays down a standatrd framework for carrying this out.

Products from different vendors have different APIs and do not easily
interoperate with one another. Each vendor’s products employ proptietaty location
(directory and naming) and security services. Sometimes thete are, however, gateways
that make it possible for competing products to communicate with one anothet,
patticularly with regards to the major market players.

3.4.2 Publish/Subsctibe

At its core, message-oriented-middleware is concerned with deliveting messages from
one application to another. Through a publish/ subscribe service, the system can then
enable message delivery to be tailored for tecipients that it knows have exptessed
some interest in a category of messages. Publish/subsctibe is therefore analogous to
publish-register-notify as discussed in Section 3.3. Information is published, or advertised
as being available, and clients can then register intetest in being notified of when
messages matching their subscriptions occut. The propagation of messages is
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Figure 3.7
MQSeries™’s Message Broker.

therefore dependent on subsctiptions that may be defined and revoked by client
applications at any time. The implication of this is substantial, as client applications
can specify information they want to be told about, rather than receive everything
that a sending application transmits.

The subsctiptions that define what information an application is interested in
vaty in form according to the particular product ot solution, but are usually topic
and/or content-based. Messages can be tagged as belonging to some category (which
can be patt of a hietarchical information structure) through textual keywords. A
subsctiption then defines some filteting critetia to select from the messages available.
Figure 3.7 illustrates how subsctiptions are defined in MQSeries™,

Some message-oriented middlewate solutions provide publish/subsctibe services,
usually through the provision of a message broker. The broker conceptually acts as a
proxy around the sending application, by accepting its messages, and placing them
within some structural category based on their topic/content. Client applications can
carry out subscriptions with the broker for specific information, which then
dispatches the messages, using the undetlying MOM transport, to those applications
when the relevant information becomes available.

3.4.3 Representative solutions

The matket for MOM is substantial and there ate a latge number of products in wide
deployment. Leading products include IBM’s MQSeries™ suite of middleware
solutions [IBM99], Mictosoft MSMQ [Mic99a], Talarian SmartSockets™ [Tal98],
4Tier Systems’s OpenMOM™ [4Ti99], Oracle’s Oracle8i AQ™ [Ora99] and
Tibco’s TIB™ product family [Tib99]. Thete ate no pervasive standards for MOM,
although the CORBA Messaging [OMG98b] specification is attempting to
standatdise the integration of MOM with distributed object technology. Some
products embrace multiple middlewate paradigms and enable wider enterprise level
integration. For example, Inprise’s Entera/QX™ [Inp99] provides a platform for
integrating MOM and Client/Server, while TIB™ provides both real-time messaging
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and message queuing for guaranteed delivery as well as a tightly integrated ORB,
which is CORBA 2.0 [OMGY9] compliant.

While the above discussion has highlighted the main features common to most
products, it is informative to review the feature-set of some of the main solutions.
MQSeries™ MSMQ, Oracle8i AQ™ and SmartSockets™ will now be outlined
in further detail. The MQSeries™ suite dominates the marketplace, and while acting
as the benchmark product range, its feature-set is largely representative of the most
comprehensive solutions available. MSMQ is the main competitor to MQSeries™
on the important Microsoft Windows™ platform. Oracle8i AQ™ has been picked
out because of its distinctive integration with a database management system, while
the SmartSockets™ product is particulatly relevant to this discussion as it actually
attempts to provide an event storage setrvice.

IBM MQSeties™ and Integrator

IBM’s MQSeries™ suite of middleware software teptresents some of the eatliest
available commercial messaging solutions, and today still dominates the market.
MQSeries™ is the MOM transport and, pattly due to its availability on 40+
platforms as well as its technical feature-set, controls in excess of 50% percent of the
market,

MQSeries™ applications (local or remote) communicate by putting messages on
queues and by taking messages out from queues by using the Message Quene Interface
(MQI) and MQSeries™’s API. A message from a sending application is placed on 2
queue, where it then waits for a signal that the receiving queue is teady to accept it.
Maintaining the messages queues, the relationships between programs and queues,
handling network restarts and moving messages around the netwotk, is the
responsibility of MQSeries™, MQSeries™ provides vatious transaction guarantees,
which can be controlled by its own built-in transaction processing (IP) monitor ot by
an external X/Open compliant TP monitot.

A queue can be predefined or created dynamically. A Jocal/ guene belongs to the
same queue manager as the application that is connected to it. A remote quene is owned
by a different queue manager. A transmission quene is a special queue used by the queue
manager and transmission programs to temporarily store messages destined for a
remote queue manager. An alias guene provides an alternate name for a queue. A wode/
guene is not used directly as a queue, but is used as an example when assigning
characteristics to a dynamic queue. Each message queue belongs to a quene manager.
The Message Quene Manager is the most important and central object in the
MQSeries™ environment. Queue managers are the system ptroviders of message
queuing facilities used by applications. Additionally, queue managers process system
commands and manage all message queuing related objects. There must be at least
one queue manager on a system.

Applications local to one queue manager can put messages on remote queues
owned by another queue manager through distributed queue management. Current
versions of MQSeries™ simplify disttibuted queue management by allowing
applications to read only local queues, while allowing them to wtite to both local and
remote queues. Queue managers on different computing platforms communicate
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with each other through programs, called message channels. They are made up of
two Message Channel Agents (MCAs or movers), consisting of a sender and a receiver,
and a communication link. MCAs communicate with each other using the
MQSeries™ Message Channel Protocol.

MQSeries™ provides assured message delivery by moving messages to remote
queue managers in groups. Messages that are defined as persistent are never deleted
at the transmitting queue manager until their confirmation of receipt at the
destination queue manager. Messages in MQSeries™ can have a priority field that
can override their submission order with regards to their delivery.

IBM’s Message Broker builds on top of MQSeries™ ’ reliable asynchronous
messaging graph to provide publish/subscribe. The broker is an integral part of a
queue manager, and keeps track of both paublished information and subscriptions to it.
The broker can send information to other brokers when required. Subscriptions are
topic-based and ate defined using character strings. Structure can be implied by the
use of delimiters (like ¢/’). For example “Stock/*” matches published ‘stock prices’
for ‘all’ companies, while “News/IBM” would refer to published ‘news’ relating to
‘IBM’. Figure 3.7 illustrated this functionality.

MQSeries™ Integrator employs MQSeries™ as the messaging transport and
adds; Formatter, which provides message parsing and reformatting capabilities,
Rules, which provides content-based decision making capabilities, and the
MQSeries™ Integrator daemon, which combines the messaging, Rules and
Formatter components to process messages. This enables limited monitoring for
composite events.

MQSeries™ does not provide a dedicated event storage service other than
making events petsistent for some time, until they are acknowledged as having been
delivered. There is no distinctive query interface to these petsistent queues.

Microsoft MSMQ

Windows™ NT 4.0 Server and Windows™ 2000 contain Microsoft Message
Queue Server (MSMQ) as a built-in service. The aim of this MOM product is to
become the middleware of choice for integrating applications running on the widely-
used Windows™ platform. While its MOM feature-set is faitly mainstream, its
attraction derives from its ease of deployment and administration. It benefits from
close integration with other operating system setvices like transaction support,
directory service, security and clustering, Obviously, this tight integration with the
comprehensive services available in the N'T domain make it a strong contender in
the Windows™ platform, but also prevent it from being of major relevance in other
platforms or in heterogeneous application integration.

Oracle8i AQ™

Oracle’s Oracle8i Advanced Queuing™ (AQ) is interesting because of its
distinctive architecture. Given that most of the architectural and storage
requirements of petsistent message queues are easily available in a relational database,
and given Oracle’s in-house expertise in relational database management systems,
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Advanced Queueing™ transparently propagates messages over the netwotk
' in between Oracle™ instances.
Advanced Queuing is implemented as an integral part of the Oracle database
management system. Advanced Queues ate represented as regular relational
database tables that have been enhanced to support queuing operations like enqueue
and dequeue. Messages in queues correspond to rows in a table. The database is then
accessed by multiple applications to transfer messages between them, ot multiple
databases communicate to move messages between their queues (as shown in Figure
3.8).

AQ focuses on message management. It can track messages through their entire
life-cycle by keeping track of the state of a message at all times (waiting, ready,
consumed or expired), and making each message carry its histoty with it (all the
nodes that it has visited and which of the recipients have actually received it). As
messages move, they can split, merge and clone, and the causal relationships between
them are automatically tracked.

Due to their being regular database tables, Advanced Queuing queues can be
queried using standard SQL. This contrasts with the trestricted logging functionality
of other MOM products. In addition, applications can optionally retain messages in
queues after they have been consumed or propagated to a remote queue. This implies
that the local application can carty out queties on its own message histoty for
auditing purposes.

The storage capability provided by AQ is, howevet, insufficient to addtess the
requirements motivated by the discussion of Chapter 2. This is because SQL on its
own has insufficient expressive power to interptret event histories (see Chapter 5).

Talarian SmatrtSockets™

Talarian’s SmartSockets™ publish-subscribe middleware product [Tal98] is a
comprehensive message transport that, in addition to all the MOM ‘common’
feature-set listed earlier, also provides some novel setrvices. SmartSockets™
provides the application not only with a control API, from whete it can send and
receive messages, but also a monitoring API, that may be interfaced with either
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synchronously ot asynchronously. In this way, a client application can set itself to
teceive events pettaining to the state of various internal SmartSockets™ variables.
The product allows dynamic message routing with weighted node connections, where
developers can allocate different priority weights to each node that their application
can deliver messages to, so that messages are delivered in order of the weights.

Of particular intetest are the add-on SmartModules™ that can be added to the
product. One is the RTie (Real-Time Inference Engine), instances of which can be
placed at various nodes. This allows a developer to specify high-level rules upon
which actions are undertaken. The trules allow limited composite event detection and
event qualification based on atttibute value. Incoming event streams are monitored
for the event patterns and one or mote rules can be triggered.

Of direct relevance to this discussion are the RTarchive and RTplayback
modules. These provide event/message storage and retrieval for SmartSockets™
applications.

e RTarchive is used to archive or tecord messages via SmartSockets™. All
atchive messages ate saved to a set of files, some of which are indexed by time,
message type, ot subject. Filters can be set up to archive the data and messages
desited. Archiving can be turned on and off by any process in a SmartSockets™
application.

e RTplayback is used to tretrieve or playback messages that have been recorded by
RTarchive. Upon receipt of a request for retrieving messages, RTplayback
searches for, retrieves, and distributes the selected messages to the terminal, file,
ot one ot mote client processes that ate part of the same SmartSockets™
application. RTplayback can be used to handle multiple playback requests.
Thetre are a number of tasks for which RTplayback can be used, including the
teplay of data faster or slower than real time, the retrieval of historical data for
SmattSockets modules, and the analysis of data by exporting it into a file for
further examination.

Although the lack of availability of technical documentation on the above modules
prevents appraisal of their functionality, matketing literature indicates that these
modules attempt to address a subset of the feature-set of the service proposed by
this dissertation. The modules can only be thought of as an added local service for a
SmartSockets™ node. They can only be accessed locally, and the retrieval interface
is mostly testricted to interactive browsing and manual selection through a graphical
user interface.

3.5 Conclusion

In summaty, this chapter has reviewed existing event messaging solutions. After
giving an overview of distributed middlewate, it has described the variations in the
event model, and then reviewed the most important examples of event-dtiven
systems and message-otiented middleware. Where applicable it highlighted these
examples’ treatment of event storage.
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The above discussion and the preceding one in Chapter 2 demonstrate that
existing approaches to event storage ate either solely applicable to highly specific
application domains, or else are just vety limited in scope. To the best knowledge of
the author, the storage service outlined in this dissertation goes beyond any existing
solution in terms of generic applicability and functionality, and in marked contrast,
actually promotes interoperability in between different systems.
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Chapter 4

A Storage-Enabled Event
Infrastructure

This chapter presents a comprehensive event infrastructure called HERALD. This
provides event notification, storage and retrieval. The chapter starts by describing a
generic and extensible event model, and proceeds to discuss the main features of the
HERALD infrastructure. Apart from its novel architectural and technical features
based on registration policies, HERALD demonstrates how event storage and retrieval
capabilities can be embedded within a messaging or event-driven framework to
provide enhanced functionality and petformance.

Section 4.1 presents an event model where events ate typed, have structure and
can form part of inhetitance-based event taxonomies. This generic event model
suppotts schema evolution and is supported both within the HERALD infrastructure
and within the event repository architecture (see Chapters 5,6).

Section 4.2 gives an overview of the HERALD infrastructure. It defines the
conceptual entities within the HERALD event model, describes its concept of
registration policies, and illustrates its flexible loosely-coupled approach to dynamic
environments.

Event storage and retrieval within HERALD are discussed in Section 4.3. This
section describes how event repositories, i.e. event storage facilities, can be embedded
within HERALD components and gives an insight into how these may be used. This

section concludes with a brief look at how an event repository could be employed
within message-oriented-middleware solutions.

4.1 A generic event model

It is important to fitst define an event model for use within the event notification and
storage infrastructure. This model will be applied within the event-based transport of
HERALD as well as internally within the event repository.
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4.1.1 Event type system

An event is a message that denotes the occuttence of an activity of interest, and
belongs to an event type. An event type is analogous to an object class, and it
encapsulates a number of parameters ot attributes. While an event instance itself usually
teflects the occurrence of some activity, its attributes uniquely identify that activity by
representing its parametets,

An event occurs at a precisely determined point in time, « #me-point, and has no
duration. In this model, time is assumed to consist of an infinite number of discrete
time-points, each of infinitesimally small duration. In practice, howevet, time-points
that are extremely close to each other (within microseconds on modern machines),
cannot be distinguished accurately, so events that occur this close to each other need
to be distinguished using means alternative to theit timestamp.

Each type has associated with it an event scheme. This defines and names the
parametets associated with the event type, which distinguish each event occurrence.
The parameters of an event can be defined in any of the Object Data Management
Group (ODMG)’s Object Model primitive types [CB97]. It is convenient to adopt
this widely used industry standard specification as the base type system, since it also
provides a binding from its type-set to the most commonly used language-specific
types, including those of C/C++, Java™ and Smalltalk. In addition, this makes
interfacing with CORBA envitonments and most curtent commercial databases
straightforward. There are only minor differences between the Object Management
Gtoup (OMG)’s type system and the ODMG’s.

Like classes in an object-otiented enivitonment, event types can inberit from a base
type event. The base type represents the basic ptopetties of an abstract event, in
essence defining the header that is attached to each event instance. These basic
properties are the event’s creation timestamp as entered at its source, a scalar counter
set by the soutce, and the identity of the soutce whete it originated. Other fields are
provided in order to support provision of secutity. Events ate tagged as being of /e,
past, ot replay type. In addition, past and replay events have a retrieval and replay timestamp
tespectively. Furthermore, all events can be regular or compound composite.

At this point the following definitions must be made:

® A primitive event is any event that is generated at some event source in tesponse to
some device’s activity, and cannot be broken down into any finer-granularity
constituent activity. All primitive events are regular events.

® A composite event is any event that is generated to denote the presence of a
particular sequence of events. It is defined as having occurred when the whole
event sequence that defined it occurred, this being equivalent to the time of
occurrence of the event that concluded the sequence. A composite event still
occurs at a particular instant and has no duration. Within HERALD there are two
ways of supporting composite events: (1) regular events that ate associated with a
type and have attributes, or (2) compound composite events, which are events that
encapsulate the constituent regu/ar events within them in addition to their own
parametets.
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Event .
Type ldentifier Event Aftributes

Regular event

Compound composite
event

Regular events that caused
composite event to be matched

Figure 4.1
Distinction between regular and compound composite events

Figure 4.1 illustrates the difference between a regular event and a compound
composite event. In the example portrayed, the compound composite event embeds
the three regular events (that might have been primitive) that defined the matching
pattern. In this case, they ate shown as being of three distinct different types.

4.1.2 Event inheritance

All application-defined event types add parameters to the base event type definition
to define instantiable events. Event types with a common semantic meaning can be
grouped into an inheritance tree. For example (as illustrated in Figure 4.2), a setvice
that provides information about the location of users can offer the following event
type; LocationEvent(Domain, Name, Type, Location). The event type LocationEvent
might identify that an entity has changed physical location within a specific
application-defined domain. The entity can be, for example, a person or some
equipment. There are several technologies enabling tracking of physical movement
of people and other entities, with representative examples being the Active Badge
[HH94] and the Active Bat [W]JH97] systems, where electronic tags are worn by or
attached to the entity being tracked. LocationEvent can then have sub-types inhetiting

Event Base Type
Location Event Location LocationEvent (Domain, User, Location)
base type Event
- Inheritance path
\ Image \ Terminal . .
ActiveBadge | GPS \ Recog,g,mon 5 Access ActiveBat
Sigry . Sigw Sighting Sigw Sigrlw
+(Lat, Long, Alt) +(Workstation) +(Lat, Long, Alt)
Location Sub-types
Figure 4.2

Example of event type definition
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from it that reflect the actual tracking technology being employed, with parameters
specific to that technology. These could be ActiveBadge-Sighting, ActiveBat-Sighting,
GPS-Sighting, ImageRecognition-Sighting, and TerminalAccess-Sighting. The advantage
of being able to specify such an inhetitance grouping around the base type
LocationEvent is that it becomes possible to carry out operations and queries on the
base type that implicitly encompass event instances from all the sub-types. Therefore,
while the model supported is analogous to an object-oriented model in an object-
oriented environment, it differs in that event types (analogous to object classes) have
no behaviour.

4.1.3 Event schema

Event type schema themselves have associated meta-data. A scheme is tagged with
the name of the event type it represents, a version number in order to suppott
schema evolution, a numeric identifier, the otiginating component’s identifier, and
two strings describing the activity denoted by the event.

The first string is a textual description of the activity the event represents, while
the second is a structured string with classification information. The keywords
defined within the classification information are inherited by any sub-types of the
event type being desctibed and may be appended to. The string fields can be
employed by event clients while searching for interesting events and their respective
sources at event brokers. Both the version number and numeric identifier are unique
with respect to the context of the event component where the scheme was defined,
whose identifier is the third number.

A scheme is owned by this event component, details of which are also provided
within the scheme meta-data. Although in HERALD any event source can define a new
event type and advertise it, it is usually the case that event types are defined at an event
broker, from where their identification details can be obtained by multiple sources for
adoption (see Section 4.2.6).

The rest of the scheme structure defines the event type’s parameters and
inheritance details. Each parameter definition also has attached to it a textual
description of the attribute represented by the parameter.

When an event is dispatched to an event client, its scheme’s compound identifier
is attached to the event instance’s parametets.

4.1.4 Event evolution

In a dynamic and reactive environment like a messaging infrastructure, where the
event trepository is an important component, application components can be
expected to change and evolve independently of each other. Therefore, the event
model supports schema evolution through schema versioning. A new evolution of a
event type’s scheme need not re-define the whole inheritance tree from the base type
event downwatds. It need only re-define the tree from the first node altered onwards.
This is illustrated in Figure 4.3. In this example, one can see the effect of defining
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Schema Deéfinition’:

Event

()
: l : . LocationEvent (...}
{version Y.1)

ActiveBadge Sighting(...)
(version Y.1)

GPS_sighting(...)
(version Z.1)

ImageRecognition_Sighting (...)
(verslon Y.1)

New definitions of
LocationEvent$Y1.GPS_Sighting$Z2 (by Z)
‘ LocationEvent.$A7 (by A)
LocationEvent$A7.GPS_Sighting$A7 (by A)
LocationEvent$A7.ImageRecognition_8ighting$Y2 (by Y)

Schema Definition

Event

()

LocationEvent (...)
(version Y.1}

. ActiveBadge_Sighting (...)

(version Y.1)
S :
lg: ‘» GPs_Sighting(...)

(version Z.1)

GPS_8ighting(...)
(version 2.2)

: . - ImageRecognition Sighting (...}
: (version Y.1)

LacationEvent (...}
(version A.1)

GPS_Sighting(...)
(version A.1)

ImageRecognition_Sighting (...)
(version Y.2)

Figure 4.3
An example of schema evolution
four new versions of existing event types. The new type definitions do not overwrite
the previous versions., Rather, they are attached to the existing tree, adding an
alternative dimension to it. Each entry is identified through the version number given
to it by the component that defined it, and needs to be fully qualified with respect to
its position within the evolving schema tree. Therefore, LocationEvent$Al refers to
the definition version 1 of LocationEvent made at component A.
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4.2 Overview of HERALD

The HERALD event system is based on the revised version of the Cambridge Event
Architecture (CEA) [BBHMY95] described by Bates et al. in [BBMS98], and endotses
the publish-register-notify programming paradigm,

HERALD differs from CEA in that it does not employ any intetface definition
language to describe the event types supported at sources. CEA uses these
definitions to construct event stubs that are linked in at compile time with the event
client components. This model imposes statically defining and publishing an event
source’s events at compilation time, implying that if an event source is subsequently
modified, the clients that were communicating with it need to be recompiled. Instead,
in order to support loose-coupling, HERALD endotses a purely reflective interactive
model, where components discover and learn about each other’s capabilities and
events at run-time as required. This is not entirely novel in concept, as the CORBA
2.0 [OMG99] specification provides for both a static and a dynamic invocation
interface. However, few ORB implementations support the dynamic interface, thus
restricting the developer to build a closed system.

In a distributed system built using HERALD, each event-awate application unit is
known as an event component. There are two ptimary types of conceptual
components, event source and event client components. Conceptually, events atre
structured objects, and flow from event sources to consuming event clients. Sourves
can be wrappers around an application ot device, and based upon the monitoring of
some property or activity within that application/device, generate events pertaining
to it. Event clients register interest in events directly with event sources and are sent event
notifications when events matching their registrations occur at that source. This structure
is shown in Figure 4.4.

In practice, the functionality represented by either component type is provided
through a package of class libraries (see Section 7.1.1), of which EventClient and

HERALD
Event Source

Request scheme for

,  event type EmailSent

Scheme far event type EmailSent
~-EmaliSent(Sender, Raciplent,
Subject, MessageReference)

Register
EmatiSent(Mark, Richard, ?, ?)
- Priority Policy: low priority

- Explry Palicy: 30minutes

Event
Natifications  Filtering

Figure 4.4
A simple registration sequence in HERALD
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EventSoutce embody the functionality of a HERALD event client and a HERALD
event soutce respectively. These libraries abstract away most of the detail pertaining
to event tegistration, filtering, event queuing, communication, fault tolerance, event
petsistence, reliability and security. Application writers can wrap event functionality
around their application units or legacy interfaces very rapidly without concerning
themselves with the underlying middleware intricacies. A hardware monitor can
therefore have an event soutce wtitten around it that internally communicates with
the proptietary device interface, but only exports events to the outside world.

The above discussion used the term ‘conceptually because a component, ot any
independent software entity, need not necessarily map to a source ot a client. In fact, it
can be both a source and client of events concurrently with respect to different
components. By integrating both soutce and client functionality, it is possible to build
specialised transforming components like federators, gateways, storage modules, and event
brokers. These ate analogous to the concept of mediator components within the CEA
framework. More detail on these services will be given shortly.

In HERALD, communication between event components is asynchronous, with
event propagation being decoupled from the execution at the source and the client.
When one or more events are received at a client, the HERALD Event Client module
passes them into the application through an application-specified object handler.
Different object handlets can be invoked according to the type of the notification
received. Likewise, although they do not have to, an application developer can tap
into and monitor intet-component control messages. Examples of the latter are
event registrations and enquities as to what capabilities are available at an event
source.

Components ate denoted by a component identifier, which is a structure that
contains a unique identifier, the component’s network and communication details,
and, if applicable, the component’s identifying digital public key.

4.2.1 Registration templates and policies

HERALD clients register intetest in event types with one or more event sources. In
otdet to carty out such a registration, the client must first locate the event source it
wants to teceive notifications from. It can do this either by knowing the location of
the source on the network in advance (i.e. the location being hard-coded in the
application code). A more likely scenario in a dynamic environment is that a client
queties an event broker in order to search for appropriate event sources. It can carry
out this search by providing the broker with details of the event types it is interested
in, upon which the broker will provide it with the location and naming details of
relevant event sources. The client can then enquite of each source its capabilities and
if required request the schema of the events that source can supply. It then submits
an event registration to the source.

In the CEA model, a registration consists of an event femplate. This is an event
instance with fields for exact match filled in and those for wild card match expressed
as vatiables. Filtering is therefore carried out at source, and the client is notified only
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of those events that are of interest to it, in that they are not only of the type that it
wanted to monitor for, but also match one or more parameter values. This implies
additional complexity at the source, as it must now keep track of all the registrations
pertaining to its clients (and effectively track all those clients) and carry out template
matching for each event that is generated. However, this approach reduces network
bandwidth, allows for simpler clients, and enables better control and management on
service provision, in line with current Internet trends. Registration of interest in a
super-type event, as defined within the event taxonomy of that source, can be
extended to cover all the sub-types of that super-type.

HERALD enhances this registration model by extending it with registration policies. In
HERALD a registration consists of two segments, the first being the event template as
described above, while the second part being a list of one or more registration
policies. Policies qualify the registration, in that they alter the way in which the
registration is to be carried out or its scope. There are several policies defined in
HERALD, and the model is flexible enough to support additional ones being attached
at a later stage. It is possible for a client to carry out several registrations for the same
event type with different parameters and different qualifying policies. The main
categories of registration policies are:

®  Priority — A source can support multiple delivery queues with different priorities.
If this feature is enabled, a client can differentiate its registrations based on how
important it deems having those events delivered to it rapidly. The number of
priority levels and the default priority is customisable at the source, and can be
enquired about by clients. For example, a event client component that monitors
network components can ask to have emergency ‘high load’ events sent to it with
very high priority, while regular service-level data is dispatched at lower priority.

® Freguengy — Frequency policies represent constraints on the volume of event
notifications that a client wants to receive with respect to its registrations. For
example, a client can request that it not be sent more than one identical
notification within a specified amount of time. This is particularly suitable for
recurrent error notifications such as those generated by the file system filling up.
Two hundred identical etror events are unlikely to be very useful.

e Expiry — A client can attach a policy to its registration setting an explicit expiry
condition on the lifespan of the registration. Examples of such conditions atre
that the registration is only to last for a specified number of event notifications
ot for a length of time from its acceptance at the source.

®  Storage — Storage policies are of importance in this context as they are available
only if the event soutce encapsulates an event repository and provides event
storage and retrieval capabilities. Apart from conventional message queuing store-
and-forward capabilities, clients can demand that their notifications be dispatched
in batch every specified amount of time, or that notifications be retained for
them until they send a trigger requesting dispatch to a specific location. The latter
policy addresses the issue of mobile clients, or disconnected clients on dynamic
IP addresses (like users on dial-up networking connections). Other policies
enable retrieval and dispatch of past events matching the template submitted, or
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even fully fledged temporal queries on the events that the source has generated in
the past. How far back in time the source retains events is a property set by the
application writer tesponsible for implementing the source. Persistence
capabilities are described in greater depth in Section 4.3.

o Reliability and fanlt-tolerance — In analogy to how in key message-oriented-
middleware products one can request guarantees on delivery, event clients can
attach reliability policies to their registrations. Fault-tolerance policies then specify
how the soutce should behave in error situations. If a connection-based
transport like TCP/IP is used for event dispatch, the source can tell when
delivery fails. In this case, one option is to assume that the client is dead and to
putge all its registrations, while another policy guarantees delivery by retrying
delivery at regular intervals until an acknowledgement is received from the client.
Event clients implement a session protocol where they attach a session identifier
(teflecting an execution run) to cothmunications with sources. This allows a
source to recognize when a client has crashed and been restarted. A heartheat
protocol service can be requested, where the soutce sends a regular heartbeat
event to a client to signal its continued uptime and verify communications.
Alternatively, the source can provide a regular heartbeat signal on a multicast
group address that clients can listen on.

e  Seurify — There ate two aspects relevant to this area; authentication of
clients/soutces, and security of transmission. HERALD suppotts the concept of
clients attaching a public key as a policy parameter, which is then used by the
source to transmit encrypted events. If the key is issued by a trusted third party,
then it also serves to authenticate the client. It is envisaged that a more elaborate
and comprehensive event security model, like OASIS [Hay96], could also be
applied.

In contrast to eatlier event-driven environments, which compromise between
functionality and petformance, HERALD allows each source component writer
complete freedom to enable as many or as few policy modules as wished. The core
source functionality consists of the basic CEA registration-notification capability,
which is ideal for a lightweight but functional event notification service. On top of
this, one can then enable the modules that provide multiple priority queues, secutity,
reliability, and persistence (which launches an event repository within the source), and
choose the individual policies to support. The compromise lies in a degradation of
petformance and an increase in storage requirements, against additional functional
service to event clients. A further enhancement on this model would be
differentiation of service by client, undoubtedly a requitement in an open
commercial envitonment. In this case, while some clients would see a cote
lightweight event source, other more favoured clients (qualified as such through their
presentation of an appropriate identifying certificate) will be able to enjoy greater
functionality.

Futthermore, a soutce component can be written to monitor its own load and
gracefully reduce its setvice by selectively disabling its feature-set dynamically. As this
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affects the registration policies supported, clients can then be notified that the
policies they attached to their registrations can no longer be supported.

Activation of each module effectively enables a number of policies, and these are
advertised in much the same way as the event types the source can supply, i.e.
through brokers or ditectly to clients.

An event client can also be customised along similar lines. It can also embed an
event repository, a federator module (see Section 4.2.5) and use a sliding event
observation window to enforce global ordering of events (see also Sections 4.2.4,
5.2.6,6.3.1).

4.2.2 Component communication

Communication between HERALD components is decoupled from the application
execution at either side, and is connection-less. Messages are placed on a queue at
one side, and then dispatched and placed in a queue on the receiving side. They ate
then processed, and if necessaty, an acknowledgement is sent back in the same
asynchronous manner. Control messages sent by the client to the source are always
acknowledged, so that the client knows that its request has been received. In addition,
the source can return information pertinent to the nature of the control message
within the acknowledgement. An example of this is a client request to be sent the
scheme of an event type, ot to carry out a registration. Clients label their control
requests according to their own individual labelling criteria, and the label is returned
by the source within the acknowledgement.

The event and message data is sent over the network in a language and platform
independent format, allowing easy portability of HERALD across heterogeneous
environments.

Given the individual settings pertaining to event notification (e.g. event types,
parameter templates, registration policies) that HERALD allows clients to define, most
communications within the HERALD model are unicast-based. There are inherent
problems with employing multicast for event dispatch. Due to the potential of a
client receiving thousands of unwanted events per second, in multicast scenatios
clients have to carty out local filtering and in general run on a more powerful
platform. In addition, multicast across wide-area networks is not always possible due
to technical restrictions, and there are a limited number of multicast-addtesses.
Therefore, conflicts need to be managed. Reliability and security become difficult to
address and require complex solutions (often requiring resorting back to unicast).

4.2.3 Dynamic nature

HERALD was designed for deployment in loosely coupled dynamic environments like the
Internet. It is assumed that application components are developed independently of
each other, and are likely to be under different management. An implication of this is
that components can be created and destroyed without notice, and will evolve over
time. Component evolution spans basic core technologies like the event transport
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itself and the nature of the event data available. Just as any software technology
evolves and matures over time through new versions, likewise, one can assume that
newer components may deploy newer vetsions of HERALD. These may make
available new functionality and support a different instruction-set in component
communication.

In a separate issue, the event types available at a source may evolve over tie as
the undetlying triggering conditions change. For example, an event type
CashWithdrawn(ATM, Customer), teflecting a bank’s Automated Teller Machine
network, may evolve to CashWithdrawn(ATM, ATM_Owner, Customer) when the bank
sets up an agreement with other banks to allow its customers to use their ATM
networks. Alternatively, a LineDrawn event in a shared whiteboatd application may be
changed in a newer vetsion to a different set of parameters to reflect whethet the
drawing of the line was via a mouse or a handheld pen.

In a dynamic envitonment, it is not possible to recompile or even testart remote
components when these changes occur, or otherwise assume that they will be
modified to cope with the changes. HERALD addresses these issues through the
provision of a cote set of immutable inter-component messages providing reflection
and versioning services. A component can therefore enquire as to the capabilities of
any other component, the event data it provides, and the version of the event
interface it supports. Ideally, newet interfaces should support older versions but do
not have to do so. For this reason, the schema defining the parameters attached to an
event type ate versioned, and the version identifier is constructed in relation to the
source that defined each scheme in the first instance.

Similarly, functional services that may be available at an event source and are
represented by policies are also versioned. Likewise, all constructs that ate
transmitted in  between components, like events, control messages,
acknowledgements and schema, ate tagged with the version number of the HERALD
event transport libraties that they were created by.

An event client may ask for the scheme of an event type from a source, and it
may request 2 list of the policies (be they related to registration, security, reliability,
etc.) supported by that soutce. It may also enquire as to whether any particular policy
is supported by that event soutce, and the reply from the source will list the versions
of the policy functionality supported if applicable.

4.2.4 Causality, distributed time, and timestamps

In any distributed event-based system, there are two concerns related to time:

o Lack of global time — Bach machine has its own clock, which may drift at vatying
rates.

o Nemwork delay — Events sent between machines will incur a delay dependent on
machine and network loads.

The theoretical problems of #mestamping events and synchronizing clocks actoss
distributed systems ate well known. Lamport first examined the problem of

61




Chapter 4 - A Storage-Enabled Event Infrastructure

distributed clocks and imposing global otdeting of events in [Lam78]. Howevet, the
tull ramifications associated with wide-area scaling are not yet fully understood.

Amongst the distinguishing characteristics of a loosely coupled system is the
variable and potentially vast number of components in it. Because of this, it is
infeasible to employ several mechanisms that could be used to suppott event
notification in a tightly coupled application. Vector clocks [Fid91, Mat88] ot the more
complex matrix clocks [FM82], which piggyback on each message exchanged between
the event components a vector timestamp that aids identification of causally related
events, cannot be used because the timestamp’s size is lineat in the total number of
components in the system,

Applications therefore have to accommodate approximate reptesentations of
time, such as assuming the existence of a global clock even though such an
assumption may result in inconsistent observations in different frames of reference.
A number of approaches can reduce the negative implications of this assumption,
and are surveyed comprehensively in Dietz [Die96]. Commonly, clocks are
synchronised within a local area network using the Network Time Protocol (NTP)
[Mil91] that achieves an accuracy of below 100s even in wide-area netwotks. This
can be coupled with data from the Global Positioning System (GPS) [AL95],
which transmits Universal Time Code (UTC) signals that have an accuracy of
between 0.1 — 10s. By employing the notion of an agpproximated time base [Kop92),
this implies that all events that occut outside of 20ms from each other can be
ordered.

Because of these issues, all HERALD timestamps are tagged with the identity of
the component that placed them as well as an event sequence number attached by that
component. The timestamps themselves reflect rea/ time, and consist of two long
values that denote the number of microseconds since 1% January 1970.

These issues are discussed further in Section 5.2.6.

4.2.5 Federators, action-injection and composition

In [BBMS98], Bates et al. describe how event-based components can have an
interface for action injection. This allows a client of a component to invoke methods
that #nject actions into the component. By authoring a glue component, known as a
Sederator, the actions to take upon event receipt can be specified through a set of
declarative rules.

HERALD enhances this through a flexible ‘building block’ model. There are three
ways how this functionality can be achieved in HERALD:

® In the basic HERALD model, an event client is effectively a wrappet around a non-
active component that exports a control interface. An event handler object is
then written by the application writer, and this, upon being passed event
notifications pertaining to a specific registration at a source, calls the approptiate
methods on the underlying component (thus injecting actions into it).

62



4.2 Overview of Herald

e Alternatively, the application wtiter can use a pre-defined federator handler, and
pass all the event notifications to it. Rule-based action rules, which determine
what actions it should undertake, i.e. what component methods it can invoke, can
then be issued to the federator. The federator applies its rule-based logic to
whatever new events are received, and encapsulates a composite-event engine
(see below).

e In the thitd and most powetful vatiant, the event-client/federator and the target
component can be disjoint software entities, running on the same or on different
platforms. It is also possible to have one federator triggering actions in multiple
components. Communication is cattied out through a conventional RPC-based
intetface between the federator and a lightweight HERALD injection interface
wrapper around the target component.

Figure 4.5 illustrates the configuration applied by the second variant, The third would
be represented similarly. As described in [BBMS98], rules take the following format:

rule <name> <Event Expression>{Actions}

where the event expression can consist of a composite sequence of events., Actions
can thetefore be triggered after the detection of a complex pattern of events. Figure
4.6 illustrates how a federator can be used to compose a shared whiteboard
cooperative application. Chapter 5 discusses the grammar of composite event
specification in detail.

Federator rules call upon developer-supplied methods. By writing a method that
triggers new events and using it to drive a HERALD event source interface, an event
mediator can be built.

It is therefore possible to compose components that register interest in events

Incoming

event

stream
Sequence
to match

Composite
£ event
detected

Netification

Rules
Action
Injection

Event Federator
with Event Client interface
and Action-injection interface

Figure 4.5

An event federator that applies rule-based logic to inject actions
inside components
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Figure 4.6
Using a federator to compose a shared whiteboard application

from remote sources, apply some rule-based logic upon receipt of notification, and
generate new events of their own. In HERALD, as in CEA, these are called mediators. A
mediator has both an event client and an event source interface. It registers interest in
events from remote sources, applies some computation relating to the events that it is
notified of, and generates events of its own. A composite mediator issues new events
that are triggered upon detection of a sequence of events, and whose parametets
reflect the parameters of the original constituent events. Composition of events from
primitive events into composite events is discussed at length in Chapter 5. A fransforming
mediator can apply some logic to augment or translate event data. A gateway service
mediator works in similar fashion to map events from one event taxonomy to anothet,
and act as a gateway between event domains. These components can all embed event
repositories (see Section 4.3.3).

4.2.6 Event brokers

An event broker is analogous to a trader. Event soutces publish details of the events
they have available with it, and clients can interrogate it to locate appropriate event
sources. Note that this differs from a Message Broker as frequently defined in MOM
middleware, where publishers pass their messages on to the broket, and the broker
then forwards the events to the subscribers. As shown in Figure 4.7, in HERALD, the
broker acts as a repository for the event taxonomies available at its local event
sources, and its use is in bringing event clients and soutces togethet, tather than
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transpatently decoupling their identities and acting as a go-between for event
dispatch.

As desctibed in Section 4.1.3, event types in HERALD are defined by schema
which themselves have associated meta-data. Although in HERALD any event source
can define a new event type (with its scheme) and advertise it, it is usually the case
that event types are defined at an event broket, from whete their identification details
can be obtained by soutces for adoption. Adoption means that an event source
downloads the scheme for an event type from an event broket, and generates its
events according to the scheme. Should it be asked to provide the scheme for its
events to an event client, the source will forward the scheme it had obtained in the
first instance from the broker. If the scheme subsequently evolves at the broker (for
example to contain additional parameters), the event source does not have to know
ot update its events. It can continue serving events under the old scheme, as both will
be distinguishable by their version identifiers.

Brokers can communicate and federate their taxonomy information. [BBMS98]
desctibes a number of ways in which event brokers can be federated.

Search for inte ts 'ng HERALD ] Advertise that Source has
events an
Event Broker events of a speclfic type
locate sou? vailable for natification

HERALD

Event type Event
and saurce located Source

Event

Figure 4.7
Seatching for events and sources at a Broker

4.3 Applying event storage and retrieval

This section describes how event storage and retrieval fits in within the infrastructure
described.

Cutrent event-driven and message-oriented-middleware frameworks restrict
event-clients to acquire only live information. An event client will only receive events
that occur aftet it has established its connection to the event source or notification
service and submitted some sort of registration of interest.

As described in Chapter 3, petsistence in most of these systems is limited to
having persistent message queues that can survive system failure, so that upon restatt,
the queue can be reinstated. The system can then proceed with dispatching those
messages that were outstanding on the dispatch queue before failure. What an event
repository enables, however, is storage of part or all of the message history
generated at the message source. This enables several novel applications not
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previously possible in messaging applications, some of which were illustrated in
Chapter 2.

The advantages of storage are mote cleatly outlined in some applications than in
others. These advantages are more obvious in an envitonment where the messages or
events are not intended for a specific target but are available for general
consumption. Retaining highly specific peer-to-peer application messages in a tightly
coupled envitonment is not as useful as retaining events in loosely-coupled
distributed systems where event consuming-clients can come and go dynamically, and
sources make no implicit assumptions about their clients.

Event storage can be employed in two ways within an event infrastructure:

®  within event components where its use is implicit,
By embedding an event repository within them for their internal use, some core
components can provide enhanced services like buffering, store-and-forward,
state querying, and history retrieval.

® gt dedicated storage nodes where it provides an explicit service.
In the same way as there can be a mapping mediator that modifies messages, or a
composite-event mediator that collect fine-granularity events and generates composite
events, thete can be a storage mediator. This component is a dedicated storage node
whose sole putpose is to capture and store events. Other components can then
quety it to retrieve or replay event streams.

A comprehensive description of the feature-set of an event repository and its
interface are not given here, as that is the subject matter of Chapters 5 and 6.

4.3.1 Embedding of storage capability within core
modules

The HERALD cote modules that provide the functionality of an event source and of an
event client can both embed an event repository. Both modules allow an application
developer to activate retaining of event histories and specify parameters that specify
for how long, and how many, events are to be retained. Chapter 5 describes a
comprehensive query and control interface that allows extensive interaction with a
repository, and the HERALD modules use this interactive capability internally while
exporting an API-based interface to the application developer.

Event client module

In the case of a HERALD client module (see Figure 4.8), the events retained will be
events that have been generated elsewhere and received by the client because of
registrations it has carried out with remote HERALD event sources. The application
can specify which of the incoming event streams must be retained. Therefore, the
events stored can be of different types and originate from different event sources.

By default, these events will be stored and time-stamped with their storage time,
although their creation time, applied by their sources before notification, is retained,
and can be utilised for querying, The former may not always be consistent with

66



4.3 Applying event storage and retrieval

global ordering across the different |jye notifications from

remote sources. As reflected in event sources Action
Section 4.2.4, apart from the injection
problem of remote HERALD
soutces having system clocks that ) G
are not in petfect synchronisation '
with each other causing shifted HERALD
relative otdeting, netwotk delays in Event
transmission can reflect a different Client
temporal separation. While the

latter can usually be ignored (except

whete high-precision replay is

tequirted), the former can be Figure 4.8
troublesome. Nevertheless, if the Embedding an event repository within
application wants to retain a history an event client

of the events as it received them,

then the storage timestamp represents an accurate reflection of that view.

“

The incoming events can also be grouped in event sessions when stored. Sessions
are described in Section 5.2.5, and are a means of associating event instances of the
same and of different types into meaningful groupings. An event instance may
belong to one ot mote sessions, and tetrieval and replay queries can be carried out by
session rather than by event type.

Event source module

On the othet hand, only locally soutced events ate captured within a HERALD event
source when this embeds an event repository (Figure 4.9). This enables the source to
retain its own histoty of the events that it has generated over time, Time-stamping
and ordering in the event repository is not an issue hete, as the events are being
captured locally. In this case, as well, since the source may be able to generate several

event types, the application

Live notifications to determines which are stored and
Event registered clients Past events notified, and which ate not
Triggers in respanse to retained beyond notification to

Rigi:::zg?nzf;l&?ses interested HERALD clients. As
d with HERALD client module
storage, the outgoing events to

HERALD be tetained can be associated
Event through event sessions. As
Saurce described in Section 4.2.1, event
storage and retrieval within
event sources is an implicit
requitement for a number of
. HERALDs  more  powerful

Embed dingﬁz 1;3;‘3 epository features. A number of poh_cles
within an event soutce can only be made available if a
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source contains an embedded event repository service. By requesting these policies,
the client components cause the source module to interact with its event repository.

4.3.2 Applications of event histories

This section discusses some of the capabilities enabled by event storage within
HERALD. Section 4.3.2 then illustrates where these capabilities are applicable.

Retrieval and replay of past events

A HERALD event source equipped with an event repository can allow clients to be
more selective in their queries as regards its history of the events it has generated. An
event repository goes beyond being a data store or buffer of events, and suppotts a
dedicated retrieval interface (see Chaptet 5 for a discussion of TEQL).

HERALD clients can demand that they be forwarded event notifications, matching
their registrations, which occurred in the past. Policy parameters determine whether
this is done in batch or sequentially. These events are tagged as past events, and have
both a transmission timestamp and the otiginal creation timestamp.

A HERALD event client can also request replay of events from a storage-enabled
HERALD source. In order to do this, the client can provide two time values to demark
the interval of activity to replay from. Alternatively, it can attach a TEQL query to its
‘replay’ request. This enables a client to detail the past events it wants to know about
in terms not only of their content, as in their parameters, but also in terms of when
they occurred with respect to time, or with respect to occurtences of other events.
This ‘single shot’ registration, in that it is processed, handled and then deleted,
processes the event history to locate the events that satisfy the query, and then
initiates a replay at the same temporal separation as the otiginal events occurted. The
client receives the relevant event streams as if they were live data. Replayed events,
however, are tagged as such, and have both transmission and creation timestamps.

Initialisation and reconstruction of state

Event information often reflects a change of state of some kind. In a location
monitoring application, this could be a PersonMovement event, which occurs
whenever an individual walks from one location to another. Alternatively, considet an
event reflecting the share price of a company reaching a cettain threshold. These
events were triggered by a change, and therefore any client application that starts up
and registers interest in the change will have no idea of the current value of the state
being monitored until a change in it takes place (unless it can obtain the information
through some bespoke communication).

If the event denotes a change to a new value, being able to rettieve the last
instance of the event that occurted before the registration was affected, enables the
client to initialise its data until it is notified of a further change. This does not merely
require the event source retaining the last occurting event instance of any event type,
since a HERALD client would require the last notification that matches its registration
template. Therefore, different clients would require different past instances.
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In other cases, te-initialisation of state requires more than just one past instance.
For example, an application might tequire all events since a particular time-point. If
the application logic is based around processing external events, obtaining all the
events again can enable it to te-instantiate its state following failure. Alternatively, the
event client embedded within the application could have captured and retained all the
input event streams, wheteupon the application could re-apply them to itself in the
same sequence as it received them in the first instance. Obviously, this requires
dedicated fault-tolerant logic within the application.

In another scenatio, individuals that join a cooperative work session late can have
their cooperative application’s event client request all past events from the event
sources attached to theit colleagues’ applications. Their application would then be
able to initialise itself to a state consistent with their colleagues’.

Encapsulation of functionality

When an event source is interrogated about the policies it supports, it can advertise
that it can provide information on past events of a particular type. Taking this
further, an application-writer can decide to advertise that a source can provide past
events that in fact it does not even provide live instances of. This can be achieved
because the source can be made to search its local event history and locate composite
events that consist of patterns of the events stored. Composite events are typed and
structured just like ptimitive events, and can therefore be forwarded to clients as
either normal event messages (also known as regalar composite events), or as componnd
composite events, which also encapsulate the constituent regular events that made
them up.

Enhanced support for mobile and disconnected clients

Conventional store-and-forward capability can be optimised by the soutce not having
to retain and buffer separately event streams for each of its clients. Instead, if the
data is to be forwarded upon a trigger ot at a time value, it can be retrieved from the
local event store encapsulated within the event source, just prior to its being
dispatched.

In this regard, HERALD allows clients to set up buffering policies whete either all
their notifications are dispatched periodically in batch (e.g. every fifteen minutes), or
else their notifications are dispatched upon treceipt of a trigger message by the client.
When a client first carries out such a policy-qualified registration, it is issued with an
authorising cettificate contained in the acknowledgement returned to it by the soutce.
The trigger it then sends to obtain its data must contain this certificate in order to
identify itself, and not only indicates that it is appropriate for the source to dispatch
the events, but also specifies where to dispatch them to. This feature addresses the
ptoblem of disconnected and mobile clients. These occur in three scenatios:

e The first is that of event clients that are in effect mobile agents or mobile
applications, which retain state and carry on execution as they relocate from
location to location.
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® The second category is that of applications on physically mobile platforms —
such as applications running on handheld devices, embedded ubiquitous
computets, or notebook and laptop computers. When these reconnect to a fixed
network, they often do so at different endpoints and therefore obtain a different
location identifier (e.g. IP address). Unless low-level transports transparently
address this issue of mobility, as proposed in the Mobile IP [IET99] draft, it
needs to be addressed at middleware or application level.

® The third category is conceptually similar, in that it consists of all those millions
of home users that connect to the Internet on a non-petmanent basis through a
telephone line to an Internet Service Ptovider (ISP), and are issued with a
different IP addtess each time.

4.3.3 Storage-enabled event components

Using the storage capabilities inbuilt within HERALD’s event source and event client
modules, a number of storage-enabled event components can be built.

Monitoring Event Source

A monitoring event source is an event source that monitors some hardware or software,
both here termed a device, and generates events to teflect activity within the device.
This is the most common component in any event infrastructure. Often, the event
soutce is structured like a wrapper around the entity being monitored, and acts like a
bridge between its proprietary interface and the rest of the event-dtiven system. An
example is the HERALD-based Active Badge Event Source that is illustrated in
Section 7.3. This is attached to the software driver that interacts with the networking
hardware of the Active Badge sensor network. While other applications that wish to
teceive badge sightings have to implement the complex interface of this software
driver, HERALD client components need only connect to the Active Badge Event
Source and register interest in sighting or movement events. Another example is an
email reader event source that monitors the teceiving and sending of email, and
generates informative events that reflect information about the emails sent.

By embedding an event repository within the soutce module, the event source
can tetain, for some time at least, a histoty of the activity that has taken place in the
application it is monitoring, This has thtee primaty putposes:

® Initialisation of state. As described in Section 4.3.2, temote clients can request to
teceive details of past device activity that they may tequire in order to initialise
theit data structures, in anticipation of futute notifications.

®  Analysis of device performance and activity. An application attached to the event
soutce, ot alternatively a remote client, can use the embedded history to analyse
activity within the device being monitored. It can review the frequency with
which events have been generated, locate recurring sequences of events, and
summaties of activity that may be browsed by a uset can be generated. The data
may be used by service management softwate to modify the functionality of the
device, ot to start alternative instances of it.
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o Enbanced service provision. Remote clients can specify that they only want updates
on the device’s activity at petiodic intetvals, or that they do not want to be
notified of repetitive events.

Mediator components

HERALD mediators have both an event client as well as an event source interface.
They ate notified of events, process them, and generate new events. For this reason,
they can stote either the incoming events on the client side, the generated events on
the source side, or both. If both their client and source modules activate event
storage, they share the same event repository. This is illustrated in Figure 4.10.

Gateway mediators are like proxy event soutces, in that they register interest in
events from external domains, and then forward them to interested parties within
their local domain. By retaining events within an embedded event repository, they
provide their local clients with the same storage service as they would have if they
communicated directly with the remote event sources.

Composite and transforming mediators consume events and generate new events of
different types. Composite mediators parse the incoming event streams to look for
predefined event sequences. When they detect such a sequence they then generate a
composite event, which to all intents and purposes can be identical to a normal
ptimitive event. Transforming mediators apply some application specific logic to
translate events from an event taxonomy to another. Both types of mediator can
embed an event tepository, and utilise their event histories to fine-tune their
behaviour as well as enable historic event retrieval services.

Storage mediators

A storage mediatot is a dedicated storage component. The aim of a storage mediator
is to collect and store events. It registets intetest in events and retains them once they
are notified to it. It can be dedicated to one application, in which case it is likely to be
attached to such an application. The application then uses TEQL to access the stored

Incoming
event
notifications New events

Event
Client
Interface

Figure 4.10
Structure of storage-enabled mediators

71




Chapter 4 - A Storage-Enabled Event Infrastructure

events, Otherwise, it can serve a number of remote applications. These can either
interface with it through some proprietary interface or through an event source
interface. See Section 7.2 for more information on this topic.

4.3.4 Additional applications within message-oriented-
middleware

Although this discussion has focused on providing an event-based infrastructure that
embeds event storage, an event repository could also be embedded within 2 MOM
product.

Most benefit can be derived from embedding an event repository within a
Message Broker that provides publish/subsctibe and message transformation
services. Subsctibers can then ask to retrieve past information, and could catty out
queries on messages generated up to some threshold in the past. The Broker itself

Application A Application B
Message Transport

Message Broker

PUBLISH |
Do not retain Fo,
) SUBSCRIBE

normal

PUBLISH -LJ-[\/ 3
and retain i
SUBSCRIBE
PUBLISH X ; past messages
and retain E Past messages
Publishers Subscribers

Figure 4.11
Embedding an event tepositoty within MOM
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could use the history at its disposal to generate message digests, which can
themselves become a service that clients could subsctibe to. Petiodically, the broker
would analyse the messages generated within a recent window of time and produce a
meaningful summary. This could then be made into a message itself and propagated
to interested subscribets. Since these messages could be retained themselves, future
subscribers could request copies of past ones that they are interested in.

By attaching an event repository to the MOM transport itself, the transport could
retain a history of the messages that are propagated by it. If the MOM is not
structured around a centralised message delivery service, event storage could be
embedded at the MOM modules at the sending and receiving sides.

These two scenarios are illustrated in Figure 4.11.

- A MOM product can use an event tepository to store events that reflect meta-
data on its activities. Specifically, it can store events that track the flow of transactions
within the message transport.

4.4 Summary

HERALD is a general-purpose event-based infrastructure that embeds event storage
and retrieval. It endorses an event model where events are of a defined type and have
typed parameters. Event types can belong to type inheritance trees, and their schema
ate versioned in order to support schema evolution. HERALD assumes deployment in
a dynamic environment where components can come and go, and can be modified
independently of each other.

Event storage can be embedded at vatious locations within HERALD modules. It
supports retrieval and replay of past events, regeneration of application state,
support for mobile and disconnected clients, as well as specific services within
specialised mediator components.

The main components of the infrastructure presented were built and deployed in
a number of application scenarios. Some of these are illustrated in Chapter 7.
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Chapter 5

Querying Event
Information

As discussed in Chapter 2, a genetic event-storage service is applicable within various
application domains. The event information depoesited into an event repository needs
to be accessed, reviewed, and retrieved in different ways. These ate specific to the
application, and depend on the activities represented by its event information. This
chapter discusses the interfacing capability required in order to address these diverse
requirements.

In order to achieve this, the event repository proposed supports an interface that
suppotts: (1) customisation, configuration and specific event operations, and (2) the
execution of queries in an event query language called TEQL that explicitly supports
the temporal nature of events and defines a temporal formalism. This passing of a
TEQL query though a programming interface is analogous to Microsoft’s ODBC
Mic99d] and Sun’s JDBC™ [Sun99b] database intetfaces. Since several important
research issues are addressed in the language proposed, this discussion focuses on the
query language, while Chapter 6 describes the remainder of the interface.

Section 5.1 introduces the temporal model endorsed by this discussion and
reviews the temporal entities recognised and their relationships to one another.

Section 5.2 then identifies the querying requirements of an event query language
by examining the peculiar nature of event data and suggesting typical queries that
one needs to address. The properties and temporal characteristics of the language are
discussed.

Since there have been numerous research initiatives to develop languages that
emphasise the notion of time, Section 5.3 sutveys the main contributions from a
number of research domains that are relevant to this discussion.

Section 54 then presents TEQL and describes its primary constructs. This
language is designed to satisfy the query requirements of an event repository, and
allows the representation and treatment of qualitative temporal relations between
events, composite events and temporal intervals. It can also be used for powerful and
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generic data access, as it is a superset of OQL [CB97], which is itself a superset of
SQL-2 [IT198].

In conclusion, Section 5.5 evaluates TEQL by demonstrating its expressive powet
through a number of examples.

5.1 The temporal model

It is useful to start this chapter by defining the temporal model and entities that will
be used in the remainder of the discussion.

Reviewing the definitions given in Section 4.1, an event is 2 message that denotes
the occurrence of an activity of interest, and belongs to an event fype. An event type is
analogous to an object class, and it encapsulates a number of parameters ot attributes.
While an event instance itself usually reflects the occurrence of some activity, its
attributes uniquely identify that activity by representing its parameters.

Time can be modelled and reasoned about in several ways, with most approaches
differing on the definition and relationship of time points to time intervals. Allen
describes the main models in [All83] and [All91]. In this document, an event is taken
to occur at a precisely determined point in time, @ #ime-point, and has no duration.
Time is assumed to consist of an infinite number of linearly-ordered discrete time-
points, each of infinitesimally small and negligible duration. This is in contrast to
other formalisms where events can span a determined amount of time. Because of
this, every two events can be either temporally ordeted, or else deemed to have
occurred simultaneously. The latter can be applied if the events fall within some
minimum time separation from each other over which clock inaccuracy becomes a
factor.

A time interval 1 is a set of time-points between a starting and an ending time-
point, where the start-point and all points between the start and the end belong to 1.
It is realised that this can be countetintuitive. For example, consider the situation
where a person moves from a room to another. To describe a change of location one
can have an interval of time during which the person was in the first room, followed
by an interval where they have moved to another room. The question atises as to
whether these intervals ate open or closed; that is what is the nature of the time
point between the two. If the intervals are open, the state at this point would be
undefined, while if they were closed, it would belong to both. A pragmatic although
artificial compromise is to adopt a convention where an interval is closed in its lower
end and open on its upper end.

A primitive event is an event that is generated at some event soutce in response to
some device’s activity, and cannot be broken down into any finer-granularity
constituent activity.

A composite event is an event that is generated to denote the presence of a
particular sequence of events. It is defined as having occurred when the whole event
sequence that defines it occurs, this being equivalent to the timestamp of the event
that concludes the sequence. Recall that composite events can be either regular or
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componnd composite. A composite event still occurs at a particular instant and has no
duration, howeves, a compound composite event can be transformed into a #ime interval to
apply queries over the duration of the sequence that it matches.

Primitive and composite events can be related between themselves or to each other,
and both can be related to fully defined, or vaguely specified, #me intervals. The latter
can be user-defined or be calendar definitions.

Relation Pictorial Example
A before B AAA BBB
AAR
A ¢eqnal B BEB
A meets B ARABBB
AAR
A overlaps B BRE
. AAA
A during B BRBREBB
AAR
A starts B BRRER
. AAA
A finishes B BBEER
Table 5.1

The relationships possible between ordeted intervals, less their inverses.

An event A can occur begfore an event B, whereupon B is said to be affer A or to
Jollow A. Both terms, affer and follow, are used to distinguish different query semantics
within Section 5.4. Events cannot over/ap as they have no duration.

Because intervals have duration, relationships between them are more elaborate.
There ate thirteen relationships possible between an ordered pair of intervals, and
Table 5.1 shows the main ones (not including the inverses).

Finally, a #imeline is the range of timepoints over which a query or operation is
considered. In the case of event histories, this can range from -0 to the present,
NOW. In practice, this is restricted by the fact that the history will have a specific
beginning, and NOW is more likely to be a few seconds behind the current time due
to the indexing and storage requitements of the event repository’s storage subsystem.
In this discussion, it is assumed that there is a notion of global time in the system
through reasonable clock synchronisation with Universal Time Code (UTC).
Section 5.2.6 discusses the implications of this assumption. Therefore, the values of
timepoints on any timeline cotrrespond to values of rea/ #ime. This is desirable since
query operations in several application domains would be made by users in terms of
real] time.

5.2 Querying requirements

"This section first recalls the application classes where the repository is applicable and
then reflects on the nature of queties that one needs to be able to support. It then
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defines the properties and charactetistics of an interface language for an event
repository.

5.2.1 Applications

As desctibed in Chapter 2, an event repository can be used in a large variety of
application domains. It is useful to categorise these as:

o [ oosely-coupled applications employing general-purpose event-driven infrastructures
Event-driven applications ate constructed of active components that act, ot
execute code, in response to being notified of relevant events. These components
do not need to be awate of each other and of the general structure of the
application, as it is event notifications that dfive computation within the
envitonment. Event histories can be used at event soutces, event broketrs and
gateways, both implicitly and explicitly. Chapter 4 described the role of event
storage within these envitonments in detail, Access to stored event information
tends to be dynamic and varied, with flexibility required in defining queries over
multiple types, event instances, and composite event sequences.

o Applications that employ bespoke message-propagation mechanisms for communication

These are applications that adopt a bespoke messaging system in order to drive
their execution. It is likely that theit components are aware of the general
structure of the application and ate dependent on each other. Centralised control
structures ate mote predominant. Access to stored event information tends to be
statically defined and of a bespoke nature within the application itself, unless the
event trace is being analysed by an external application. Examples are simulation
software, windowing systems, collaborative environments, and usability capture
software.

Some applications demand straightforward conventional access to petsistent event
information, as they would with a conventional relational or object-oriented database
system. In this context, the primary benefit to them of using an event repository lies
in the high-speed event deposit performance provided by the store.

Others can benefit by being able to replay or retrieve stored event sequences (and
have these injected back into theit components), in order to review activity, analyse
past computation, ot tebuild lost state. The more powerful the granularity with which
they can define and construct the sequences to be replayed, the greater the advantage
they can exttact from using an event repositoty setvice over a conventional database.

5.2.2 The nature of queries on event histories

The dynhamic nature of execution within asynchronous event-driven envitonments
implies a lack of predictability in the stored event data. It becomes harder (and is
very limiting) to only be able to qualify the stored event information through
relations on its content (as in languages like SQL or OQL). Event information
differs from other data in having a temporal aspect. This tagging of an event with a
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creation or deposit timestamp, as well as its occurrence in time relative to other events or
temporal entities, allows a completely different type of query reasoning to be applied
to event data. An event can be qualified not only by its content but also based on
when it occurred, and how that temporal position relates to other events’ ot to a
calendar.

While an event repository should be accessible like any conventional database for
typical queries like:

Ex.1  “find the event of type ServerCrash where the server was the ActiveBadgeServer.”

it also ought to be possible to search on the basis of the temporal sequencing of the
events. The following natural language sentences indicate the wide scope of temporal
expression that one can come across in queries relating to event occurrences:

Ex.2  “find all occurrences of Alarm A being followed by Alarm B, and the web server
crashing, within 5 minutes, and without Alarm C having occurred in between”

Ex.3  “Replay all sightings of John from when John was present in the Meeting Room,
and then sometime within 30 minutes John was seen in the corridor with Giles,
until ..”

Ex.4  “Locate the text that was displayed on the whiteboard by Jean during the
collaborative session on Monday, given that it occurred while a video on
Presentation Skills was being played.”

Ex.5 “Replay all the display events (mouse movements and clicks, key-presses) which
occurred within the interval when both Netscape Navigator and Microsoft Internet
Explorer were being used concurrently, and the latter was displaying Tim's
homepage.”

Example 2 involves a search for a sequence (or pattern) of events, where these would
be alarm and watrning events probably generated by one ot more fault monitoring
components in a distributed system.

Example 3 illustrates the problem that one can encounter when trying to map
real-world activities to computer activities. It is possible to define this query solely in
terms of primitive events, but such a definition would be complex and unwieldy.
Being able to define temporal intervals, and then reason with regards to them, makes
it much easier to write. One thus first wants to locate the interval during which John
was in the Meeting Room. An easy way to do this with Active Badge location
technology (although not entirely accurate), is to look for the first sighting of John in
the Meeting Room (the start of the interval), and then denote the first subsequent
sighting of John outside that room as the end of the interval. One then wants to
make sure that this interval is the correct one by searching for John being seen in the
corridor with Giles within 30 minutes from any part of the first interval. This second
occurrence can be defined as the start of the intersection of the intervals during
when John and Giles wete in the Cortidor respectively. Alternatively it can simply be
defined as the sequence of a “John in corridor” sighting followed by a “Giles in
cotridor” sighting without John being seen anywhere else in between.

Example 4 is similar to the previous example, although it illustrates the use of
events trelating to drawing and presentation activities within a collaborative shared-
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space environment. The playing of the video can be mapped to an interval. There is
also a relation to a pre-defined calendar entity (e.g. ‘Monday’).

Likewise, Example 5 deals with an application-based scenario, and represents a
query typical of someone working with a usability monitoting tool or a thin-client
session recording utility as described in Section 7.4. Three intervals are being related
to each other: the running timeframes of the two web browsers and the interval
during which the homepage was displayed, from which a new interval is defined.
This is then used to initiate a replay.

5.2.3 Language properties

No repository query language can match the above natural language sentences for
expressive power. However, the above expressions serve to demonstrate that a
language that allows interfacing with stored event data within an event repository
must address the following issues:

o  Flexibility — 1t must be possible to define queties rapidly and in a flexible fashion,
e.g. interactively as well as through embedding within application components.

o Intuitive — One should use language keywords and opetators that offer the right
compromise between the clarity of natural language constructs without being
excessively verbose. Words with an already accepted meaning, e.g. an informal
meaning, should not be given an additional meaning,

o Conventional constructs — It is desirable to support conventional querying capabilities
as available in standard database query languages (like SQL and OQL). If
excessive specialisation comes at the expense of generic data access, the language
is unlikely to be suitable as the interface to a general-purpose stote.

o Type-independence — Most database query languages allow retrieval of data of a
single type in any query operation. Support for operations that span several event
types in any one query is desirable.

o Composition of events and derivation of new views — As defined within the temporal
model, one needs to allow composition of multiple-type event instances into
composite events. These could be saved to generate a new derived event data-set
that reflects a coarser-granularity view of the original event data. Quety operators
that range over both primitive and composite events ate required.

o Temporal context — Type-independent specification of temporal relations between
event instances should be supported, and a consistent formalism for time and
temporal entities (calendar, or otherwise) must be available.

o Standard type system — New and novel query languages require time, investment,
and dedication on behalf of organisations in order to train personnel. Software
modification is expensive and undesirable. Due to these pragmatic constraints, a
language that is close to an industty standard and supports a standatd data model
(like the OMG or the ODMG’s data models) is more desirable.
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5.2.4 Main temporal characteristics

While Section 5.1 has given the temporal formalism underlying this discussion, the
examples in sub-section 5.2.2 have hinted at the temporal queries that may be carried
out on event instances. With this information, one can now outline the main
temporal characteristics required of an event query language:

Temporal relativity between events — Relative compatisons between event instances based
on the events’ tempotal position along a common timeline should be supported,
e.g. “A occurs before B”, or “B was deposited before A”,

Temporal relativity between events and calendar entities — 1t is useful to support relative
comparisons based on an event’s temporal position to user-defined ot system
defined calendar entities along a common timeline. E.g, “A occurs on Monday”
and “B occurs during term-time”,

Imprecise Sequencing — The tepresentation should allow significant imprecision. Most
temporal knowledge is strictly relative (e.g. “A is before B”) and has little relation
to precise time values or dates.

Event composition — By identifying a pattern of events that are temporally related, one
can define a composite event, which is taken to have occurred when the last
element making up the pattern occured.

Variable temporal granularity — The representation should allow one to vary the grain of
temporal specification, i.e. when relating events to 7ea/ #ime, one may need to
consider their occutrence with regards to (e.g) houts, minutes, seconds, or less.

Intervals — Elabotate temporal compatisons are not possible without a definition of
temporal intervals. The tepresentation should define an interval with respect to
the temporal model adopted, and support relating of intervals to themselves, to
ptimitive and composite events, and to calendar entities.

It is important to note that throughout this dissertation events have been considered
as a “point in time” occurrence, whete each event instance is inherently different
from any eatlier ot subsequent instance of the same type. This is an impottant
distinction as it implies that thete is no implicit notion of a state for an event. This
would othetwise evolve over time as event notifications of the same type occur. It is
possible to model the notion of state evolution but in this context this ought to be
specific to applications. This should therefore be supported at an application-level,
and it is not beneficial that there be implicit suppott for it in the query interface.

5.2.5 Event sessions

At this point it is useful to introduce the notion of even? sessions.

An event session provides a context with which to associate related event
instances, and is particulatly useful for limiting the scope of retrieval and replay. This
grouping of telated event instances can consist of events of the same or different
types from one or mote event sources. Any type of event can be associated with, or
belong to, a session, and the same instance can belong to multiple sessions.
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Figure 5.1
An example of deposited events being tagged as
belonging to either one or two sessions.

Whitehoards

A session is set up by an application (ot that application’s reptesentative repository
client, as described in Chapter 6). A session therefore enables an application to define
a context or relation between events it deposits in a repository, so that it can then

retrieve them at a later stage based on that context.

An example is a person’s diary containing all events pertinent to their activities, ot
a chronicle of every individual's movements while exiting the building in an
emergency drill. Another example would be associating the line drawing activities of
an individual user within a whiteboard application through a session, as illustrated by
Figure 5.1. A replay on the session context would then enable only those events to be
replayed back and injected into the whiteboard. However, at the same time, those
events could also be associated with another session that also encompasses events

relating to drawing activity by other remote usets.

5.2.6 Event timestamps

HERALD event instances deposited into the event repository have two timestamps:

o Creation timestamp

o Deposit timestamp
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The creation timestamp is applied at the soutce where the event was created, while the
deposit timestamp is attached automatically to an event instance while it is being queued
for deposit into the event repository. When the event repository is attached to an
application that is generating the events that are being stored, or when it is embedded
within an event soutce, there is no need to distinguish between the two timestamps.
In fact, in this case the creation timestamp can be set to a null value.

When, however, the event repository resides in an application component that is
a remote observer of events generated elsewhere, the situation is different. In an
ideal world, these values would be identical, ot at least the difference between them
would be constant. In practice, however, several factors can contribute to prevent this
from being so. As discussed in Section 4.2.4, in a distributed system there is no built-
in notion of a global clock, and each machine has its own clock that may be out of
synchronisation with the othet machines’ clocks, and drifts unpredictably.
Furthermore, once an event is generated and timestamped, the event is queued at
that source, dispatched, queued again at the recipient, and finally passed into the
repository for storage. The time spent in being transferred over the network is not
constant as the network latency varies according to the network load and, in case of
an IP-based network, the route taken.,

One can ensure that events from a particular source are correctly ordered with
respect to each other at the event repository’s location by providing a sliding time
window for observation, into which incoming events are insertion-sorted. This can
be achieved either by relying on their cteation timestamp or on a scalar counter
attached to them by their source.

The same cannot be guaranteed of events from different sources, since their
creation timestamps are insufficient for ordering due to their having been produced
at potentially unsynchronised clocks. In a distributed application where processes
communicate using messages, vector [Fid91, Mat88] ot matrisc [FM82] logical clocks
could be used to enforce global ordering of messages. In a general-purpose event-
based system, however, these are not easily applicable because communication is
mostly asymmetric and the number of interacting components is vatiable.

What is definite is that the deposit timestamp reflects the order and temporal
separation of the events as received, or else accepted, by the client or observer where
the events ate to be stored. This therefore reflects the viewpoint of the application
interaction as seen by the event observer. In most cases, NTP [Mil91] coupled with
modetn computing hardwate, provides for clocks to be within 10#s of each other
and of UTC anyway. This, in conjunction with a sliding time window of application-
specific length for event observation in ordet to counteract network delays, is enough
for most observations. For this reason, all query operations within TEQL are carried
out with respect to the deposit timestamp and its implied ordering.

If the observer is concerned about guaranteed ‘global-time’ event ordering, and
NTP is too imprecise to enable ordering the events being received (maybe because
too many events are within 20ms of each other [Kop92]), two approaches are
possible:

83




Chapter 5 - Querying Event Information

® the application can provide a virtual time mechanism [Mat88], on top of the
event propagation protocol,

® rather than locate an event repository at a centralised location whete it acts as a
remote observer of events, multiple event repositories can be located in close
proximity to the event soutces, and their traces subsequently metrged through the
repository federation facility described in Section 6.5,

This second approach is recommended by Dietz from her comprehensive study of
gathering and using time measurements in distributed systems [Die96].

As already qualified by Section 4.2.4 for HERALD, all timestamps in the event
repository consist of two parts. One is the component identifier of the event
component whete the timestamp was attached, while the other consists of two long
integers that denote the number of mictoseconds since 1% January 1970. This
associates the system’s notion of glbal time with real time, which is desirable given that
most user-specified queries are envisaged as being with respect to real time.

5.3 Related work

The literature on languages that emphasise the notion of time is tich and growing,
There have been numerous research initiatives to develop and implement
temporal/ historical query languages. The main areas whete such quety languages have
been investigated are:

o Event langnages within event-driven environments
o Euvent languages within Active Databases

o Temporal/ Historical Databases

o Artificial Intelligence

®  Natnral Language Processing

It is only recently that middleware infrastructures, such as those desctibed in Chapter
3, have proposed and deployed general-purpose event notification services [OPSS93,
GKP98, OMG97, OMG98a, SCT95]. However, most of these can notify primitive
events only, and as such do not support specification of composition of events.

Researchers at Cambridge were amongst the first to propose the publish-register-
notify paradigm [BBHMO95]. The Cambridge Event Architecture (CEA) (Section
3.3) enables distributed applications to be composed of heterogeneous software
components through registration in primitive or composite events, and supports
mobility, multimedia, and group interaction in collaborative environments [BHB96,
BBMS98]. Mediators provide the means to compose events. Within this context,
Hayton proposed a language for exptessing composite event semantics [Hay96].
CEA has recently been enhanced through the COBEA implementation [MB98],
which extends the CORBA Event Service [OMGY7] with the publish-register-notify
paradigm, and provides an implementation of an evolution of Hayton’s language.
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Bates and Nelson have presented a composite event specification language
[Nel98] that not only supports the basic happened-before relation in defining a temporal
ordering of events but also supports multiple consumption models (see discussion in
Section 5.4.6). An implementation of this language was deployed in the context of
location- and context-aware computing. Use of this language is also demonstrated in
[BBMS98], where it is employed to trigger actions within event federators (see Section
4.2.5) according to the CEA paradigm. This is in analogy to Ewvent-Condition-Action
rule use within active databases, but applied to a distributed dynamic general-purpose
context. As documented in Chapter 4, HERALD is an evolution on the framework
presented in [BBMS98] and encompasses the Bates composite event engine for
detecting and manipulating composite events. In addition, HERALD enhances the core
CEA paradigm by providing persistence related registration policies, possible due to
its source components embedding an event repository.

EVE [TGD97, GT98] models a workflow enactment system as an event-based
middlewate layet. The wotkflow is mapped to services and brokers. Distributed
events ate composed into composite events and drive the actions to be taken by
event brokers. EVE uses the chronicle consumption model (ot parameter context) to
interpret workflow notifications. Yeast [KR95] provides temporal connectives in
ordet to enable monitoring of compound event patterns in the context of server
monitoring. Other notable examples of event composition languages are GEM
[MS97], which evolved into a general-purpose event composition language from a
distributed systems monitoring background. Trinity College Dublin’s ECO model
[SCT95] does not support composite events, but it enables post- and pre- constraints
to be attached to the notification of events.

Composition of events was first investigated within active database systems
[DBM98, GJS92, CM93, WCI6]. This took place within the context of Euent-
Condition-Action (ECA) rules. These rules enable a database action to be triggered by
the occutrence of an event or a specified sequence of events, The events supported
and monitored for internally by an active database can be: (1) events that denote
specific database activity, 2) timing/temporal events, and (3) user-defined events,
which usually reflect some change in state of the database’s data. From the work
illustrating atchitectures for composite event recognition within active databases,
tepresentative examples ate [G]S92, GD93, CKAK94]. HiPAC [Day88)] focused on
general-purpose ECA rules and provided basic mechanisms for composite event
specification. Four consumption models and a formal definition of event
composition were introduced within Snoop [CKAK94]. Compose [G]S92], Ode
[JS94] and SAMOS [GD93] all provide complex event composition,

Some reseatchers have attempted to extract this functionality from within the
internal atchitectures of active databases and make it available in a more general-
putpose form [GKBF98, KK97]. This is analogous to what event-driven systems like
CEA have achieved by addressing distributed systems composition and interaction
directly.

Most of the languages discussed above are aimed at real-time detection of events,
and are thus not optimised for opetating on a full event history such as that provided
by an event repository. Queties cannot be constrained by periods of time or calendar
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entities, and cannot be applied to event stteams that have occutred in the past. In
addition, there is no support for expressions based on the end-points of composite
events, and on notions of temporal interval relations, as proposed in Allen [All83].
These ate required for expressiveness in real-wotld complex queries.

In temporal and historical databases, whenever a data element is updated, its previous
value is retained, and the state of the element evolves. Looking back in time though
the database, it is possible to review and reason on the value of any element at any
time. Temporal and historical database query languages support only very limited
forms of temporal reasoning, as the emphasis in these languages is to enable
reasoning based on previous values of the state of a data element, and on
determining the overlap in time between states of different elements. There is thus
no support for the notion of sequencing between different data elements.
Nevertheless, aspects of these languages are of relevance to this research. Some of
these languages, in particular SQL-based approaches like TSQL2 [Sno95], support
Allen’s qualitative relations in queries [Sno93, TCG+93].

Of interest is Jagadish et al. [JMS95]s Chronicle Data Model. This model
addresses the requirement of transaction recording systems to stote transaction
records in temporal sequences. A Summarised Chronicle Algebra (SCA) is
presented that can be used to define persistent views over the sequences.

Approaches in artificial intelligence (A) and natural language processing focus on high-
level user-friendly formalisms for representing and reasoning on time. Many Al
treatments pay most attention to the treatment of temporal quantifiers (like once and
every) and e-Time (during some activity, etc). Examples ate [Lad86a, Lad86b, Lig91,
MKIL95]. The aim behind these treatments is to develop a form of temporal
reasoning for checking the consistency of a knowledge base of temporal facts, and
for detiving new temporal constraints from it. Following Allen’s ptoposals [All83],
most of these provide algebraic approaches in which a specialised formalism is
introduced to represent temporal information. These languages tend to be vety
expressive and are closest to natural language exptessions. Howevet, they are ill suited
for application in information retrieval and querying because the high-level natute of
their constructs is not easily mapped to fine-granularity information soutces like
events. Nevertheless, an exciting future research area will consist of investigating the
mapping of these Al-detived languages onto a query language such as that proposed
in the next section.

5.4 The TEQL language

This section proposes the basic elements of a language called TEQL that addresses
the requirements identified earlier. TEQL encapsulates OQL [CB97] within it, but is
more than just a superset of OQL. TEQL allows queties on content to be defined in
terms of OQL constructs like the select-from-where statement. However, such
reasoning is unwieldy when it comes to compating event instances to one another,
like with respect to those events that precede ot follow them. In order to address this
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lack of ease in specification within OQL, TEQL allows specification of content
templates.

This section emphasises the constructs and operators of TEQL rather than OQL.
As the data model within TEQL is compatible with OQL’s, OQL constructs and the
new TEQL constructs can be seamlessly used togethet. For a complete definition and
discussion of OQL, the reader is referred to Chapter 4 of [CB97]. OQL was chosen
as the basis of a query interface to the event repository because:

e it is a powerful database query language that can satisfy “conventional” access
requirements relating to content queries:

e it is an industry-defined standatd for interfacing to object-oriented databases, and
its object-otiented extensions can be applied to the inheritance-based event
model presented in Section 4.1,

e it is largely a supetrset of SQL-2 (or SQL-92), which is the most widely deployed
database query language,

e it simplifies interfacing legacy and conventional non-messaging applications to
the event repositoty,

o thete is extensive expetience and investment by companies in OQL and SQL,
and this consideration needs to be applied against the case for defining a
completely new query language.

The only important feature of OQL that is not applicable here is object method
invocation. This is because the event ‘objects’ stored do not define any methods.

The temporal functionality of TEQL takes as its basis the query capabilities
desctibed in [Nel98]. This composite event language is restricted in its power because
it does not have access to a complete history and can only carry out real-time
monitoting, TEQL is able to take the expressiveness further because it can look
forwards and backwards across a complete timeline,

5.4.1 Creating events

There ate two ways of depositing events into the event repository. Both require the
scheme of the event type to have been defined in advance.

In the first case, an event stream for each type can be opened to the tepository,
and event instances passed in (as they are received) through the repository servet’s
command interface (see description in Chapter 6).

The alternative is to explicitly specify event instances for depositing as follows:

deposit <event type> (<creation timestamp>, <source component id>,
[<parameters>]);
All HERALD event instances encapsulate a creation timestamp and a source component
identifier. These refer to when and where the event instance was created, respectively.
If the event is being created by the component at the interface itself, then the first
two parameters may be omitted. In any case, the primary deposit timestamp of an event
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is implicitly set by the event repository upon insertion of the event instance. An
example of this would be:

deposit PersonMovement(“Mark”, “Room4”); (1)

and if the event instance is also being attached to one or more sessions, like for
example, to two sessions called MarkDiary and PersonnelLocation:

deposit inSession MarkDiary, PersonnelLocation PersonMovement(“Mark”,
“Room4"); (2)

The unqualified event type name PersonMovement can be used only if it is clear in the
current context, ie. if there is only one definition for it in both the inheritance and
evolution trees (see Section 4.1). If the former case applies, then it can be specified
as:

deposit Event.LocationEvent.GPS_Sighting (...) 3)
while in the latter case, the following is requited:

deposit Event.LocationEvent$<component><version>
.GPS_Sighting$<component><version> (...) Q)

This fully qualifies the scheme of an event type by specifying the components that
defined it, and the vetsion of its definition within the context of that component.

The <component> and <version> identifiers can be obtained through the repository’s
APL

5.4.2 Temporal primitives

The following three sub-sections introduce the four temporal entities supported by
TEQL. They ate primitive events, composite events, intervals, and timepoints.

Event templates

Whereas OQL relies on specifications such as:

select A
from PersonMovement A
where A.personName = “Mark"” (5)

in order to locate events of the type PersonMovement("Mark”, ?), TEQL also allows the
specification of event templates (as in Nel98). Templates are more straightforward to
define, are analogous to registration templates (as in HERALD), and enable multiple
compositions to be drawn up mote easily. This will be demonstrated in the following
sections. A template specification equivalent to the above would be:

match PersonMovement(“Mark”, ?) as A;
retrieve A; (6)

where the first parametet’s value must be equal to the literal “Mark”, the second
parameter can have any value, and the variable A is used to denote the resulting event
template. As used in example (6), the retrieve clause searches for instances matching
the template over all the repository data. More information on this clause is given in
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Section 5.4.7. Each parameter needs to be either a literal value, an expression or
function that computes to a literal, or the symbol ?.

The power of template matching starts to become evident when temporal
sequencing is introduced into a query. One can deduce when a computer terminal
has been logged out from by its user for the evening by:

match TerminalLogout(“Mark”, "Room4”, ?) as A;
match PersonMovement ("Mark”, “Lift") as B;
match (A before B within 15min) as ... @

whete in this context the qualifier before is syntactically analogous to which occurs before.
The final template will match all instances of A that occur before an instance of a B
within five minutes, If variables are not used, the above can be written as:

match TerminalLogout(“Mark”, “Room4”, ?) before
PersonMovement ("Mark”, “Lift") within 15min ... (8)

match always denotes a template of the same type as its first parameter. While in (7)
and (8) these were event templates, they could also be composite event templates or
interval templates (see below).

Composite Event templates

In order to specify a composite pattern of events and implicitly generate a new
composite event, one can specify a composite event template in terms of other event
templates as follows:

match (A follow B past 5min) as C;
retrieve C; 9)

whete A and B are event or interval templates. The retrieve clause will now return an
ordered set of composite events, with each event having occurred when the pattern
denoting it finally occurred. In the above example, for each composite event
returned, this would correspond to the time at when the B within it occurred.

In this case, however, these composite events are virtual structures that are
untyped and do not have user-defined parameters. What they encapsulate is an
internal list that points to the events that make up the pattern they represent. In
order to create new compound composite typed events that can be retrieved and
propagated through the event infrastructure a scheme must be defined within the
query as follows:

match (A follow B past 5min) into NewEvent(A.parameter2, B.parameterl)
as C;
retrieve C; (10)

This actually types the compound composite events matched as being of type
NewEvent having two parameters, whose types are automatically extracted from the
values passed. In this case, both type and value are taken from the parameters of the
matched A and B events. It is important to wtite the query such that A and B’s type
can be determined.

89




Chapter 5 - Querying Event Information

Therefore, whereas A before B is analogous to “zhe A that occurs before a B” and is a

qualifier on its first parameter; follow is an operator which teturns “zhe sequence of A
Jollowed by B”.

The primitive events making up the sequence within a composite event can be
retrieved through

componentOf(C, n)

which teturns the n’th plus one event that makes up the composite event C. As in
OQL, lists and set elements are counted starting from 0.

Intervals

The final temporal construct in TEQL’s temporal formalism is the interval. As
described in Section 5.1, an interval is defined as a period of time bounded by a start
and an end time-point. The start-point is taken to belong to the interval while the
endpoint does not. An intetval can be cteated as follows:

interval A, B
where A and B denote time values. If A and B are event (ptimitive ot composite)
templates, then their storage timestamps ate extracted and used to denote the interval
- endpoints. A is said to belong to the interval, while B meefs it. The only assumption on
the relationship of A and B made by the interval clause is that B must always occur
after A, and which A and B are selected depend on the parameter context (see Section
5.4.6). Other examples of interval definition are:

interval 1975/01/08-22:10:30.15, 10:30 as I; (11)
interval PersonEnters, PersonLeaves as Stay; (12)

interval 15:00, 30min as Siesta;
retrieve Siesta; (13)

Example (11) illustrates the simultaneous use of an absolute timepoint and a guery-time-
related timepoint (see next sub-section). Example (12) illustrates how two event
templates can be used to define an interval.

(13) then demonstrates a different way of defining an interval; by its length, This
mode is invoked by supplying a quantitative time value as the second patameter, e.g,
30 minutes. In example (13), the interval Siesta is defined as being the time from 3pm
to 3:30pm. If the second parameter had been negative, it would have meant 2:30pm
— 3:00pm. The retrieve clause returns a set of intervals matching the interval template
Siesta.

An interval’s boundary point can be denoted by another interval.
interval A, Siesta (14)
denotes an interval from the event A to the beginning of the interval Siesta, while
interval Siesta, A (15)

denotes the interval from the end of the intetval Siesta to the event A. Interval
templates may be used within match constructs in a way similar to ptimitive and
composite event templates:
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match Siesta before PersonEnters within 15min as Return; _ (16)

match Stay follow Siesta within 1hr as AfternoonLull; (17)

(16) defines the intetval template Return, which consists of all Siesta intervals that are
followed by a PersonEnters event within 15 minutes. In (17) a template denoting the
occurtence of a new composite event AfternoonLull is defined. This consists of the
sequence of an interval matching Stay being followed by an interval matching Siesta
within an hour.

Timepoints
As a language that emphasises the concept of time, TEQL supports several ways of
specifying time in queries.
A fully qualified of absolute timepoint is defined as
<year>[<month>[<day>-<hours>:<minutes>:<seconds>
For example:
1998/08/01-22:10:30.15

The qualification moves from left to right over the definition, with only the first value
requited. Therefore 1975/08 is acceptable and is syntactically equivalent to
1975/08/01-00:00:00. Inversely a time point can be defined from right to left, in
which case it is called guery-time-related timepoint and is evaluated with reference to
the time when the query is executed. Therefore:

15:30
01/15-20:30

stand for 3:30pm on the current day, and 8:30pm on the 15 of last Januaty,
respectively. Resolving a definition of this kind may fail and cause a run-time error if
the query is run before the time represented.

5.4.3 Amounts of time and calendar entities

Timepoint-denoted intervals

An absolute time value may be used to denote an interval by preceding it with *’,
The interval will be as long as the highest defined granularity within the time value.
For example:

*15:30

*1999/01
represent from 15:30 to 15:31, and all of January 1999, respectively.
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Time amounts

Amounts of time can be specified in any numbet of seconds (sec), minutes (min),
hours (hr), days (dy), weeks (Wk), months (mth), and years (yr) by attaching the
- respective qualifier to the quantity. Examples are

30sec, 5.6min, 10yr

Calendar entities

Calendar entities are like pre-defined interval templates relating to calendat periods.
There are two predefined sets of calendar entities, the days of the week, and the
months.

match A during Monday

defines a template that matches on those A’s that occur on any Monday within the
period of time during which the query is applicable (the current temporal scope).

TEQL could be further enhanced to allow usets to define their own calendat with
its calendar entities (I-T7mes). This would require a formalism for specifying I-Times
such as that proposed by [Tet97].

5.4.4 Basic operators

The basic temporal operators on the temporal entities are now mote fully desctibed.
Qualification, occurs-befote

The full definition of a before qualifiet is
A before B [without C] [past T1] [within T2]

This matches “the A that occurs before a B within T2 amount of time but there is at
least T1 time between A and B, and no C occurs between A and B”. All A’s that match
the above would be matched.

past introduces a minimum amount of time that must pass between the two
events, while within restricts the maximum amount of time that can pass. In the
above example A and B can either be primitive events, composite events, intervals, ot
timepoints. If both operands of a before are interval templates, the endpoint of the
first interval has to be larger than the starting point of the second interval. If a within
clause is not defined, the definition is taken to be gpen, i.e. valid until the end of the
current timeline. The temporal entities matched are always of the same type as the
type denoted by the A template, that is one of a primitive event, composite event,
interval or a timepoint.

A before B within T (18)
(A before B before C) within T (19)
(A before B within S) before C within T (20)
A before B without C within X 21)
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(A before B before C) without D within X (22)

The scope of the optional within and without qualifiers covers the last before qualifier,
unless braces extend their range over multiple before qualifiers, as in examples (19)
and (22). Example (19) illustrates nested use of before, whete one wants to match an
A that occurs before a B, but the B occurted before a C, and no more than T time
must have elapsed between A and C.

Qualification, occuts-after

The “occuts aftet” qualifier after is semantically the inverse of the before qualifier.
A after B [without C] [past T1] [within T2]

The only difference from the before qualifier is that this matches “the A that is
preceded by a B in T amount of time, and no C occurs between A and B”.

Composite sequence, followed-by

The full definition of a follow clause is
A follow B [without C] [past T1] {within T2]

This means “the sequence of an A that is followed by a B within T2 amount of time,
no C occuts between A and B, there is at least T1 time between A and B”.

follow is an operator rather than a qualifier, in that it returns a new composite
event template, with the timestamp of the composite event being the time when the
whole sequence was matched (ot occurred).

Otherwise, the same discussion applies to its qualifiers without, past, and within as
for the before qualifier.

Disjunction and conjunction

These opetators are defined as in [Nel98]. Disjunction (or) is notionally exviusive or.
match (A or B) follow Cas Y (23)

means that the composite event template Y will match the sequence of either A
followed by C, or B followed by C. Care must be taken when or is employed in entity
qualification, as in:

match (A or B) before Cas Y (29)

as this will match the A that occutred before C, or the B that occurred befotre C, where
A and B could be templates denoting different event types, or even different temporal
entities.
On the otherhand conjunction is available through the and operator and may
only be used alongside sequence constructs. In:
match (A and B) follow Cas Y (25)

Y will match when both events A and B have occurred but the order is unspecified. (A
and B) is analogous to (A follow B or B follow A). and can be qualified with within and
without clauses.
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Interval operators

TEQL defines a number of additional operators specific to intervals. Of the thirteen
possible relations between temporal intervals defined by Allen [All83] (see Section
5.1), seven are explicitly supported by TEQL.

In addition to before and after, there are also the following qualifiers:
AisIn I — A occurs during interval I
A isOut I — A occurs outside interval I
I1 intersects I2 — interval I1 intersects with interval 12
I1 contains 12 — interval I1 contains interval I2
I1 notContain I2 — interval I1 does not contain interval 12

where A can be either a primitive event, a composite event, a timepoint, ot an
interval-template itself.

An interval can also be defined as the:
intersectionOf(11, 12)

which returns a template denoting the interval defined by the intersection of
intervals I1 and I2. This operation may return NULL.

The events occurring within an interval can be accessed through the function:
elementOf(1, n)

This returns the n’th plus one event that occurs within the interval I in the current
scope, of through:

elements(I)

which returns an ordered (by time) set of events. On the other hand, start(I) and
end(I) return the endpoints of the interval.

5.4.5 Variable matching

All the earlier examples have illustrated how vatiables can be used within a query to
denote a template. However, variables can also be used within template specifications
to tie together parameter values. One can re-write (8) as follows:

match TerminalLogout(User, “Room4”, ?) before

PersonMovement (User, “Lift"”) within 15min ... (26)
which will identify all conclusive terminal logouts in Room 4 (assuming one sole user
per terminal, and that users take the lift on their way out of the buildingl). Any term
that is not a keyword and not a literal is interpreted as a variable, whose type is
defined by its first appearance. Subsequent uses need to be on parameters of the
same type. A literal can be used to initialise a variable, which can be useful in
comparing values across events:
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match TerminalLogout(*Mark” as User, Room, ?) follow

TerminalLogin(!User, Room, ?) ... (27)
This stipulates that the first parameter of TerminalLogin must not be the same as the
first one of TerminallLogout, i.e. not “Mark”, while the second parameter, Room, is
unspecified but must be identical over both events. In addition to this implicit request
for equality, and the explicit non-equality denoted by ! preceding the second use of
the variable, other qualifiers are >, <, >=, <=, These may be used on those types that
support comparative relations.

5.4.6 Parameter contexts

Any discussion of composition of events needs to consider parameter contexts, also
known as consumption models. The concept of parameter contexts was first described in
[CM93] and then refined in [CKAK94]. The best way to illustrate the concepts
behind the term is through an example. Consider:

match A follow B ... - (28)

where A and B are templates. Now consider that the query evaluator is going to look
for this sequence within the event stream:

Al, A2, B1, A3, B2, A4, A5, B3, B4

Where the An’s match the template A and the Ba’s match B. The issue at point is
which sequences of A’ and B’s will trigger the sequence in (28). In the most general
case, termed by [CKAK94] as the anrestricted context, and also known as the cross-
product, the possible sequences are fifteen in all, and are:

(A1, B1), (A1, B2), (A1,B3), (A1,B4), (A2, B1), (A2, B2), (A2,B3), (A2,B4), (A3,
B2), (A3,B3), (A3,B4), (A4,B3), (A4,B4), (A5, B3), (A5, B4)
It is expensive and often unnecessary to evaluate sequences in the unrestricted
context. The context that TEQL defaults to is known as the chromicle context, which
uses the first event seen of each class. Within this context TEQL matches:

(A1, B1), (A3, B2), (A4, B3)

for the event sequence of example (28). Although this may be suitable for the
majority of retrieval applications, it is appreciated that imposition of an arbitrary
context is restricting. In order to address this, TEQL, like Nelson’s CE system [Nel98],
suppotts two variations on the consumption model.

By preceding follow with the > modifier as follows:
A >follow B ... (29)

multiple evaluations of the expression are allowed to take place at any one time.
When an A-matching entity (such as Al) is encountered, the query evaluator searches
forwards for a B, but if it encounters another A in the meantime (such as A2), it
launches a separate second search for a sequence starting with that entity. The
resulting matches are then:

(A1, B1), (A2, B1), (A3, B2), (A4, B3) (A5, B3)
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On the othethand:
A follow< B ... (30)

causes the evaluator to first match, and then replicate and continue searching, on the
second parameter. In this case the result is:

(A1, B1), (A1, B2), (A1, B3), (A1, B4)
Placing both modifiers together as in
A >follow< B ... (31)

matches on the unrestricted context. Parameter contexts are also applicable to
qualification on events (as with before and after), and to interval definitions.

5.4.7 retrieve and replay

The main constructs introduced by TEQL over OQL’s ate the teplay and retrieve
constructs.

retrieve

The format of the retrieve construct is:

retrieve <template_expression> [fromSession <session>] [in <interval>]
[<ordered set of events>] [fromRef <result reference>]

The constraints define the scope over which the retrieve operation is to run. If no
constraint is specified the scope of the retrieve is taken to be the entire repository,
from the beginning of time (this being the first event deposited) until NOW. The
constraints can be:

e fromSession <session> - look for matches for the template only through events
belonging to the session specified.

® in <interval> - look for matches for the template only within the interval
specified. This has to be an instantiation of an interval rather than an interval
template.

® <ordered set of events> - look for matches for the template within the stream of
events denoted by the set of events provided. This set could be the result of a
nested retrieve operation, or of an OQL select-from-where construct on the
repository.

o fromRef <result reference> - look for matches for the template only through
events belonging to the set of events identified by the reference. A reference is
returned programmatically with each result set and its associated events are
cached for some time.

retrieve always returns an ordered set of temporal entities of the same type as the
template expression passed to it as parameter.
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Since retrieve returns sets of entities, it is worthwhile mentioning how collections,
such as sets, can be manipulated in TEQL. Just as in OQL:
list(a,b,c,d)[1]
returns b, And:
list(a,b,c,d)[1:3]
returns list(b,c,d).

replay

replay is probably the operation most identifiable with the notion of an event
repository. The replay query in TEQL is very straightforward:

replay <interval>
replay <ordered set of events>
replay fromSession <session>

where the first variant will replay all the events which have occurred within the
interval specified. The interval supplied needs to be a defined instance. In the second
case, the events to be replayed will be the events within the set supplied. In both
cases, it is likely that the operand would have been obtained through a retrieve query.
The third variant is equivalent to the second but where the set of events is taken to
be the entire session from its start to the last event deposited. '

By using together replay, retrieve and select (see Section 5.4.9) it is possible to
accurately specify a sub-set of events to be replayed.

Once the interval, or set of events, to be replayed are evaluated, the event
repository starts sending out the stored events as they occurred, with the temporal
separation reflected by the difference of their ¢creation ot deposit timestamps. This can be
modified with the by clause to force faster or slower replay.

replay <ordered set of events> by 2

will replay the events at twice the original speed. If a fraction is used, the replay will
be slower than the original deposit.

A replay can also be invoked directly through a repository-supported method. In
this case, a reference to a result set must be passed as parameter of the method. This
reference must qualify an ordered set of events or an interval, and can be obtained
within a programming environment from earlier retrieve queries.

5.4.8 Derived sessions

As described in various applications in Chapter 2, it is often desirable to generate a
derived view of an event history in order to assist interpretation of the data. This
view frequently has to contain selected ptimitive events and/or composite events
extracted from the original event history. In order to support this, one can create a
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derived session, which differs from a regular session in that it can be inserted into and
modified.

create derivedSession <sessionName>
create derivedSession <sessionName> <ordered set of events>

allow the cteation of the detived session, with the second instantiating it with the set
of events provided, this usually being the result of a nested retrieve operation or of
an OQL select-from-where construct. Composite and primitive events can then be
inserted into the detived session as follows:

insert intoSession <sessionName> <ordered set of events>

A derived session is therefore analogous to a derived relation in SQL. It is equivalent
to a regular session for all other purposes, and can be used in all constructs where a
session can be used. Multiple ordered sets of events can be inserted into a detived
session during different queries, thus gradually constructing a temporally ordered
view that represents some high-level interpretation of the original event data. Since
retrieve opetrations can be restricted to sessions of all types, a derived session can be
used to derive another derived session of coarser granularity.

5.4.9 TEQL and OQL

The TEQL constructs fit in alongside OQL and can be used together as long as there
are no type conflicts. Considet:

match A before B within T as X;
define theXEvents() as
retrieve X fromSession S;
select e.parameterl
from theXEvents() e
where e.parameter2 = literal and e.ofType(anEventType); (32)

Example (32) illustrates how this can be achieved. First one finds all events matching
A that are followed by a B within time T, and belong to session S. Then from all these
matching A’s only those whose second parameter has a specific value, and are of the
event type anEventType are selected. From this selection, the select clause then
returns the first parameter, or more accurately, a set of elements of the same type as
the first parameter. Of coutse, it would have been simpler to specify the fixed value
of parameter2 within the template statement defining A.

of Type() is a pre-defined method that can be invoked on all event types to check
their type. It returns a Boolean value reflecting whether the event type it is invoked
within the context of is equivalent to the type name passed as parameter.

OQL allows objects, their data and their methods, to be qualified according to
their position within the inheritance tree. Event types are mapped to the same object-
like inheritance model so that such qualification can be employed within OQL
constructs.
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5.5 Evaluating TEQL

This section demonstrates how TEQL can be used to express queries on event
information.

A straightforward way of doing this is to return to the natural language
expressions used as examples in Section 5.2.2. It is often the case that there are
multiple ways of expressing a query in terms of the temporal entities supported.
Some may be more intuitive to write or follow, while others will be more concise.
Consider first:

Ex.2  “find all occurrences of Alarm A being followed by Alarm B, and the web server
crashing, all within 5 minutes, and without Alarm C having occurred in between”

This suggests searching for all occutrrences of the composite event defined by the
sequence of the first alarm and the second alarm. TEQL syntax for it is:

match (Alarm("A”) follow Alarm("B") follow ServerCrash(“web")) within 5min
without Alarm(*C") as theSequence;
retrieve theSequence;

Example 3 is more complex, and while it might not necessarily be indicative of a
frequently carried out query, it is useful to consider it for demonstrating TEQL’s
expressive powet.

Ex.3  “Replay all sightings of John from when John was present in the Meeting Room,
and then sometime within 30 minutes John was seen in the corridor with Giles,
until John logged in on workstation Norton.”

The wotding of the example can be mapped to three intervals reflecting John’s stay
in the Meeting Room, and both his and Giles’ time in the corridor. From the latter
two one needs to locate the time when both were together, and then relate that to the
first by checking whether it occutred within 30 minutes. In order to define the
intervals themselves one can locate the events representing the state of presence in a
room. This is applicable only within the default chronicle context. Figure 5.2 illustrates

: :
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The events and intervals involved in Example 3
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the events and intervals involved in mapping the natural language query of Example
3 to a query in TEQL.

A suitable full expressing of the example in TEQL is:
interval BadgeSighting("John” as John, “*MeetingRoom” as MeetR),

BadgeSighting(John, !MeetR) as iJohnMR; [1]
interval BadgeSighting(John, “Corridor” as Corrd), BadgeSighting(John, !Corrd) as
iJohnCorr; [2]
interval BadgeSighting("Giles” as Giles, Corrd), BadgeSighting(Giles, !Corrd) as
iGilesCorr; [3]
match iJohnMR before intersectionOf(iJohnCorr, iGilesCorr) within 30min as
iJohnMR _OK;
interval start(iJohnMR_OK), TerminalLogin(John, ?, “*Norton")
as iReplayInterval; [4]

define firstMatchingInterval() as
(retrieve iReplayInterval)[0];
replay (select events
from elements(firstMatchinglInterval()) as events
where events.of Type(BadgeSighting) and events.user = John); [5]

Parts [1], [2], [3] and [4] define templates for the primary intervals of the query.

[1] locates intervals when John was in the meeting room, [2] locates intervals
when John was in the cortidor, while [3] locates intervals when Giles was in the
corridor. [4] then defines the interval duting which both John and Giles were
together in the cortidot, and uses it to cut down the set of all intervals of when John
was in the meeting room, to those that occurred within 30 minutes before the
John/Giles encountet. A new interval is then defined from the beginning of John’s
time in the meeting room until the first subsequent time he logged on-to Notton.
This defines suitable intervals for replay.

One should point out that [1], [2] and [3] are employing the property that:
interval A, Bas I;
is equivalent to

match A follow B as AB;
interval componentOf(AB, 0), componentOf(AB, 1) as I;

While the maximum cut off time of 30 minutes was from the end of John’s stay in
the meeting room, the example requires replay from the beginning of that stay. It
also requires replay of only Active Badge events, so rather than replay the satisfying
interval, the query extracts the events within the interval and then filters them on
type and content (see [5]). Since theoretically there may be multiple intervals that will
match the above specification, only the first interval is being considered from the list
of results returned by the retrieve construct.

Note that the above example could also have been evaluated solely in terms of
composite sequences by replacing [1], [2], [3] and [4] with:

match BadgeSighting(“John”, “MeetingRoom”) follow BadgeSighting(“John”,
"MeetingRoom") as cA;
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match BadgeSighting(John, “Corridor”) follow BadgeSighting("Giles”, “Corridor”)
without BadgeSighting(“John’, I"Corridor”) as cB;

match cA before ¢B within 30 mins as cAA;

match componentOf(cAA,0) follow TerminalLogin(“John”, ?, “Norton") as cT;

interval componentOf(cT, 0), componentOf(cT, 1) as iReplayInterval;

Space constraints dictate that further examples cannot be given here, but the above
examples are sufficient to indicate that by joining the expressive power of OQL with
the temporal constructs of TEQL, the combined language has sufficient expressive
power to enable a large collection of powerful queries to be carried out.

5.6 Summary

The event information deposited into an event repository needs to be accessed,
reviewed, and rettieved in different ways that depend on the application and the
activities represented by its event information. This chapter has reviewed the issues
involved in providing the intetfacing capability required of an event repository for it
to setvice the diverse application domains where it can be deployed.

The temporal formalism adopted by the treatment was defined. Subsequently, the
ptopetties and temporal characteristics of a suitable event query language were
determined. After reviewing telated work on tempotal languages, the remainder of
the chapter presented a query language called TEQL.

This language is designed to satisfy the query requirements of an event
repositoty, and allows the representation and treatment of qualitative temporal
relations between events, composite events and temporal intervals. It also supports
the creation of detived views of the otiginal event history in order to aid
interpretation, analysis and review.
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Chapter 6

The Repository
Architecture

This chapter presents a design for the architecture of a general-purpose event
tepository setvice that addresses the requitements of the application domains
identified in Chapter 2. It also integrates seamlessly with the HERALD event
notification infrastructure described in Chapter 4.

Section 6.1 starts by identifying the functional requitements of an event
tepository and Section 6.2 then introduces a specific design for an event repository
that meets these requitements. In otdet to offer the flexibility required of a general-
putpose event repository, the architectute proposed is functionally divided into what
are termed the repository server component and the repository client component.

Section 6.3 looks at the role and structute of repository clients, and discusses
their exclusive view of events, their interfacing with a repository servet, and how they
can be written.

Designing the genetic aspect of the storage architecture, i.e. the repository setvet,
is addressed in Section 6.4. Approaches to providing the required functionality are
discussed and the modules that support client interfacing and query handling are
introduced. In patticular, Section 6.4.4 identifies the characteristics required of a
storage sub-system for event data, and then proposes a custom log-based hybrid
design.

In Section 6.5, the issue of propagation of event histories in between event
repositories is considered.

In this chaptet, the term conventional database is taken to refer to an industrial
relational or object-oriented database system.,

103




Chapter 6 - The Repository Architecture

6.1 Functional requirements

Based upon the discussion in the preceding chapters, one can identify a number of
functional requirements of an event repository. In particular, one needs to:

suppott storage and retrieval of event information, where an event is defined as
being a message denoting the occurtence of an activity of interest, of a defined
type and structured with typed attributes.

support high-speed writing, so that high volumes of events can be written in
quickly without data loss.

enforce the fact that event information has a historical value, so it may not be
modified once deposited (entered) into storage.

support the temporal retrieval and replay query interface TEQL as described in
Chapter 5. Since this is a superset of OQL, legacy applications can also query
event data as if the repository wete a conventional database.

support the Object Data Management Group (ODMG)’s data model for
primitive types [CB97] for attribute typing within events. This supports the
operation of mirroring the contents of an event repository into an ODMG
compliant conventional database management system should this operation be
requitred.

provide a tepository that can be integrated seamlessly within an event-driven
infrastructure like HERALD, whete event components can interact with it: either
implicitly (transparently) through registration policies, or explicitly for carrying
out specific queries on past activities.

suppott application-driven contextualisation of events of different types through
the notion of sessions.

support detivation of new higher-level views of the event data.

provide fot interaction between event repositoties for the purpose of replication
or merging of event histories.

suppott evolving event types through schema versioning, Allow operations to be
carried out on events with schema that are no longer current, i.e. have evolved to
a different specification.

allow multiple applications to access it simultaneously, and preserve the view of
each individual application by distinguishing between the event information each
is aware of and can carty out opetrations on. Ensure that such a view is consistent
to each application — ie. it only sees coming out of the repository what it
deposited in the first instance.

It is difficult to satisfy these conflicting requirements with a single monolithic
atchitecture. Any general-purpose solution must be flexible and dynamic in its
composition, so that it can be adapted to the specific requirements of any one
application.
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Figure 6.1
The structure of an event repository

6.2 Architecture overview

This section proposes a specific design for an event repository that addresses the
functional requirements listed in Section 6.1. In otder to offer the flexibility required
of a general-purpose event repository, the architecture proposed is functionally
divided into what ate termed the repository server component and the repository client
component.

In essence, evety instance of an event repository consists of several distributed
components working concutrently and co-operatively, primarily a number of
repository clients and a repository server. While the server component of the architecture
is kept as generic as possible to be of use in different scenarios with diverging
requitements, a repository client can be tailored to be highly specific to an
application. The actual storage and tetrieval functionality of the event repository is
supplied by the repository server.

The aim behind the design of this architecture is to provide a core set of generic
services coupled with highly and easily tailored components, so that the whole can
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Figure 6.2
Interfacing to the event repository through customisable clients

provide the required faciliies without compromising on petformance. Figure 6.1
illustrates this functional arrangement. The functional modules identified within this
figure are described in Sections 6.3 and 6.4.

The distinction between a repository client and a repository server is conceptual,
and within some applications, it is possible to integrate the two components into one
software entity. One such case is the embedding of an event repository within a
HERALD event source or event client, as described in Chapter 4.

Figure 6.2 suggests some application domains that can be interfaced to the event
repository through the defining of a custom repository client. These atre distributed
applications built with HERALD or some other similar general-purpose event
notification infrastructure, conventional databases through an ODBC or JDBC™
bridge, and wide-area message-driven systems.

Section 6.3 will now describe the functionality encompassed within the repository
client, while Section 6.4 then discusses the internal structure of the repository’s
server component and the issues relating to event storage and retrieval within its
modules.

6.3 Repository clients

A repository client component acts as the application writer’s interface to the event
repository. While the repository server component is generic for all applications and
event types, the repository client can be highly specialised and tailored for the
particular application being serviced. The client interfaces with the server through an
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Application-Programming-Interface driven through remote-method-invocation.
Through this interface, it can instruct the repository server to create a new event
view for it, pass it event schema, deposit event streams, configure storage and archive
parameters, and pass TEQL queties that return events to or initiate event replays into
it.

6.3.1 The nature of repository clients

When an event repository is embedded into a2 HERALD event client, the event client
implements the client-side of the repository. The client registers interest with one or
more event sources in order to obtain the particular events to be stored. The events
notified and stored can be of different types with differing schema, and will reflect
the specific registration templates the client will have made with those event soutces.
Figute 6.3 shows some examples of this usage within a HERALD environment.

The repository server requires an event type’s scheme before it can accept any
instances of that event. A HERALD client can obtain event instances’ schema from
their respective soutces and pass them on to the server. A client that is interfacing
with another messaging infrastructure, however, might need to obtain the scheme in
a different manner. In particular, if event messages within that infrastructure are self-
describing (for example, using XML), the client has to extract and generate an event

scheme from the messages, and define a range of types against which messages can
be identified.

As schema versioning is supported, the scheme supplied must also be qualified
with the vetsion identifier of that event type. This structured version identifier is
patticulat to the repository’s server and client components, and is consistent with the
schema versioning model used in the rest of HERALD. When the repository client is
interacting with alternative infrastructures, it needs to configure the schema itself.

Since the tepository endorses the ODMG data model, it may therefore be
necessary for the client to carry out type mapping if the type space of the messaging
environment being used is different. This would have to be a bi-directional mapping,

For applications that ate not part of an event notification infrastructure, the
repository client acts as an interface wrapper to the repository’s functionality. Since
such applications tend to be more tightly coupled than the more dynamic
applications within event-driven infrastructutes, it is likely that a client could be
wtitten that ‘knows’ the structure of the application being supported. This means it
would be aware of the format of any internal messaging information it uses and of
the whereabouts of the sources and sinks of such information. The repository client
would thetefore be able to define the schema of the data to be captured, and supply
it to the repositoty’s server component; as well as carry out any bi-directional
mapping requited to format the data. The client would then interact with the
application’s centralised or distributed components in whatever proprietary mannet is
required, be it through remote method invocation, messaging, or through an object
request broker. Examples of such applications tend to be specialised environments
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Figure 6.3
Examples of the event repository interfacing with a HERALD
event source and a HERALD federator.

like fault-tolerant infrastructures, thin-client applications (see the case-study in
Section 7.4), and federated and distributed databases.

In this latter case, given that the number of processes ate known and thete is
more symmetric interaction, the repository client would also be able to implement
mechanisms that enforce global causal ordeting of events. Using vector clocks the
application could implement a global logical time, which the repositoty could map to
real time once it has ordered the events being received. The best way to carty this out
is to provide a sliding temporal window of obsetvation at the client, into which
incoming events are placed until delayed messages can be teceived, then deposited
into the event store in the right order. With logical otdeting, howevet, events’
temporal separation is lost.

In case of a HERALD application, event timestamps cottespond to real time at the
originating source, since the linear increase in size of a logical timestamp with the
number of event components makes vector clocks unacceptable, and given the lack
of global application structure, probably simply not possible. Therefore, the
application has to assume the presence of an external clock synchronisation protocol
like NTP. Nevertheless, if the application is sufficiently dispersed over a wide-area,
network delays might need to be taken into account. In this case, the HERALD client
might also have to insert a sliding temporal window of observation between its
receiving events and depositing them, setting the length of the window to be such
that network delays can be accommodated. Since HERALD timestamps reflect rea/ time,
once events exit the observation window correctly ordered, they can be deposited
into the repository with the original relative separation as they occurred.
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The issues highlighted in this discussion: event schemes; type mapping;
counteting unsynchronised clocks and network delays; are representative of a host of
application specific issues that do not apply globally and are thus addressed within
the repository clients provided by applications.

6.3.2 Event handling

Each repository client sees a segregated view of the event information stored within
the repository server. When a repository client first communicates with a repository
servet, it is allocated a special client identifiet and an authentication key, which it
must then ptesent whenever it re-establishes communication with the setver. This
ensures that only the client that has stored specific event information, or a specific
view of that event information, can retrieve it. Once the client starts getting event
notifications from the event soutces it had previously interacted with, it then opens a
stream connection to the server and dgposits those event instances.

The client defines sessions with which to tag the event instances being deposited.
As discussed in Section 5.2.5, an event instance may belong to one or more
conceptual sessions, and a session can contain within it events of all types. The
advantage of defining sessions is ptimatily evident when it comes to retrieval or
teplay of events, as the client may then restrict its retrieval expressions and queties to
the context of a session. Thetefore, a session is essentially an index whose semantics
are determined by the application.

When quetying the event data, the client can request the creation of new sessions
that present some higher-level interpreted view of the event history. These sessions
are known as denived sessions. They differ from regular sessions in that they can be
modified and built up gradually. Derived sessions are petsistent until the client asks
for them to be deleted.

6.3.3 Interfacing with the repository servet

A client can have multiple simultaneous connections to the repository servet,
enabling it to pass in multiple event types concurrently. It can also be depositing and
retrieving event information from the setver simultaneously, although the concept of
ptesent time, ie. “now”, would be continuously changing as more events are
deposited by it into the tepository. This is of relevance in open-ended correct-time
replay operations, where the term cortect-time denotes an event replay at the same
temporal speed as the original event depositing. The client therefore acts as both the
input and output intetface of the event information stored in the repository and
belonging to an application, a user, or their agent.

A tepository’s client and setver components can be co-located within one
execution space, ot can be located on different machines, in which case they interact
through a remote-method invocation interface.

As already mentioned, when a repository client first opens a connection to a
tepository servet, the server creates a repository view for that client. All the operations
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invoked on the server by the client will apply only to that segregated view of the
event information stored in the event repository. The client packages TEQL queries
and replay requests within method invocations and passes these on to the repository
servet, which then responds according to the query. In case of a replay request the
server will establish a stream connection with the client and start passing it the event
instances forming part of that replay. The direction in time and relative speed of the
event replay depends on the parameters passed within the TEQL quety. It is possible
for a client to terminate such a replay at any moment.

Outside of a messaging environment, an application might need to extract the
event information stored in the repository in a mote conventional way. A client can
interact with the repository server through standard OQL. Through this interface,
the repository appears as a read-only database where events are tepresented as
tecords in the relational sense. This technique is particulatly suitable for extracting
events from the event repository and transferting them to a conventional database
for further archiving or analysis.

6.3.3 Creating clients

Writing a new client to support the event storage and rettieval requitements of an
application or event infrastructure has to be straightforward. In the prototype
implementation of the event repository, the essential tepositoty client’s functionality
is provided through a package of C++ ot Java™ classes. These enable a client to be
wrtitten very rapidly and the application wtiter can then focus on tailoring the client
to the requirements of the application. The remaindet of the functionality of the
client within the event/messaging infrastructute depends on the application.

Within a HERALD infrastructure, the client can present itself to the application’s
distributed active components as an event soutce by integtating within it the event
source libraries (as shown in Figure 6.4). If desired, this configuration can be used to
abstract away the whole event repository functionality in the guise of an event source
that initiates event instance notifications from its event stote based on some

Past
Events

HERALD Event
Source Notifications to
registered clients

Repository
Client

Event
Rapository

Figure 6.4
An application that carties out analysis on event histories can interface with a

HERALD infrastructure by exporting an event source intetface
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application critetia. Likewise, the client can be a HERALD federator by implementing an
event client interface, an action injection interface, and a rules module; an event
gateway by suppotting both the event source and client interfaces; or even a broker by
integrating the broketage processes. Each HERALD interface being like a pluggable
building block implies that several permutations are available to the application
wtitet. One can thus integrate event repository functionality within an application in
a variety of ways, both implicitly and explicitly.

As desctibed in Chapter 4, each HERALD event source can optionally integrate an
event repository within it, as the soutce libraties define a repository client within
them. The putpose of this client, if enabled, is to capture each event occurting at
that source, so that in addition to teal-time notification of that event to registered
clients, a petsistent copy can be tetained. The enabling of this feature allows that
event soutce to suppott a numbet of registration policies requiring persistence. This
is illustrated in Figure 6.5.

Event
Triggers

Notifications to
registered clients

HERALD
| |Event
= |Saurce

Repository
Client/Server

Figure 6.5
Embedding an event repository within
an event source.

In a similar fashion, HERALD event clients can also embed an event stote in order
to retain a history of the events they consume.

6.4 Repository server

The repository setver is the genetic part of the repository architecture. While the
client can be customised according to the interface requitements of the application
dommain it is addtessing, the setver remains largely unmodified. It can, however still
be customised by enabling or disabling 2 number of functional modules within it.

There are three ptimary conceptual modules within the repository servet:

o the service ot interfacing layer, which handles communications with the repository’s
application clients and allocates tesources like spawning handling threads,
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o the temporal query processing engine, which parses, breaks-up, optimises and
executes temporal queries in TEQL,

o and the storage layer or database sub-system.

Although there are numerous possible architectures for integrating these modules
within this server side of an event repository that satisfy the functional requitements
listed in Section 6.1, two broad apptroaches can be distinguished: Jzyered, and buslt-in.

The next two sub-sections discuss the general architecture of the tepositoty
server, while the following sections discuss several specific issues involved in
implementing the modules making up the repository servet.

6.4.1 Designing a storage architecture

Thete are two approaches to providing the service required of an event repositoty:
the /ayered approach, and the built-in approach. These will now be discussed in turn,
and a synopsis is then given. Figure 6.6 illustrates these two approaches.

SQL/0QL

Layered architecture Built-in architecure

Figure 6.6
The layered approach (left) and the built-in approach (right).

The layetred architecture model

In a layered architecture, all event awate components reside in a module built on top
of a conventional database system. This architecture can also be desctibed as a /fosely
coupled system, since temporal query processing is completely separated from the
database system, In this approach, temporal operations, such as those proposed in
Chapter 5, need to be defined in terms of the query language supported by the
underlying database, this probably being OQL or SQL92/SQL3. Likewise, all
storage and retrieval operations are cartied out through the database management
system’s query interface. Events need to be mapped to relational tecords ot objects,
depending on the nature of the database management system used. Higher level
event-oriented functionality like event type inheritance, schema versioning, and event
sessions, need to be explicitly defined using tables and views. Replay of event streams
requites running an appropriate OQL/SQL query to identify the data that will
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patticipate in the replay, buffering that rettieved event data in memory, and then
notifying the event instances with the same temporal separation as defined by their
timestamps from that buffer.

The advantages of a layered architecture are:

e A conventional database system can be converted into an event repositoty
without modifying the database system at all.

e The conventional database system abstracts away all the underlying storage
complexity such as transaction management, lock management, indexing, storage
management, and fault-tolerance (although this may be unnecessary overhead).

e Organisations often have significant matetial and human resources invested in
maintaining and running one or more database management systems.
Considerable investment, expetience in its use, and trust in the database’s
dependability, can offset performance and functional considerations.

The disadvantages of a layered architecture are:

e There is potential for poor performance, since substantial communication
overhead may be required between the module that provides temporal querying
and the database system.

e Since thete is no ditect access to the storage subsystems of the conventional
database system, all event temporal functionality needs to be mapped to the
database’s query/command interface. Some operations will therefore require
substantial temporary memory buffers to execute.

e Since the event temporal functionality module cannot interact with the
subsystems of the conventional database system (such as the transaction
managet, lock manager, etc), certain featutes that require access to these
subsystems may not be suppotted (such as concurrency control for simultaneous
insertion of event streams).

e The conventional database might not be able to perform fast enough to cope
with high-speed wtiting of event instances into its storage system, The standard
ovethead of heavyweight database functionality, like transaction management,
affects petformance even when such capability is not required.

‘The built-in architecture model

In a built-in architecture, all event temporal functionality components become part
of the database system itself. This architecture can be achieved by modifying an
existing conventional database, by using a database system toolkit for conventional
features while adding tempotal event functionality, or by building an entire event
tepository from scratch. A built-in architecture can be termed the #ghtly coupled
approach, since temporal event retrieval operations and processing are directly
integrated into the database system. In this approach, the underlying storage can be
ditectly tailored to the structure of event information. The storage can be optimised
for the specific natute of event data. Due to its historical value, such data need not
be modified once stored (although it may be atchived). Indexing of the event data is
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carried out based on the timestamps of the event data and according to the real-
wotld timeline represented by the stored events. The temporal rule processor
evaluates rule conditions and locates event sequences by petforming operations
directly on the database. It is possible for the rule processor to exploit the underlying
storage arrangement of the data and the database system’s query evaluation facilities.

The advantages and disadvantages of a built-in architecture are exactly the
converse of those for a layered architecture. The advantages are:

e The database storage subsystem can be extensively tailored to support the
specific nature of event information and the temporal queries that may be carried
out on it.

e Event sequence identification, pattern matching, filtering and replay can be
performed efficiently since they occur directly within the database system.

e Access to database subsystems allows implementation of sophisticated features
for rule evaluation, concurrency control, archiving and error-recovery.

e Conventional database functionality that is not required and that would incur an
unnecessaty overhead can be disabled or removed completely.

The disadvantages are:

¢ The implementation effort can be substantial and may require modifying existing
code at best, or writing a complete undetlying database system.

e If different conventional database systems are converted into an event repository,
it is likely that differences between the conventional database systems will carry
over into the event-oriented components.

Synopsis

In the layered approach to building an event repository, it is possible to use a
conventional database management system for the actual low-level storage of event
instances. The most significant advantage of this approach, as illustrated in the
previous discussion, is the ease of implementation. This approach, howevet, ignores
the specific nature of the data being stored.

The ideal design is one that is tailored for capture of high volumes of multiple
streams of relatively small data objects that need not be modified as they are to
constitute a historical record. This renders most of the functionality of conventional
database management systems irrelevant, and experiments [Nel98] indicate that even
high performance commercial databases struggle to cope with the high-volume of
event deposit required of an event repository service. Within distributed debugging
systems, where there is considerable experience in event tracing, simple logs are still
the preferred means of storing events persistently.

Having discussed the possible atchitectural approaches to providing the
functionality required by an event repository, it is evident that a tightly coupled
approach meets the primary performance requitement considerably better than a
loosely coupled approach based around a conventional database management engine.
It is possible that with very fast hardware this petformance issue may become
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academic, but computing trends indicate that although the hardware may become
increasingly more powetful, it is likely that data throughput requirements will
similarly increase.

Sections 6.4.2— 6.4.4 illustrate the functionality of the main conceptual modules
of an event repository within the context of a tightly coupled built-in architectural
model.

6.4.2 Service module

The first modular layer of the tepository server is the Service Module. This module
receives command queries and event streams from the repository clients. In this
communicaton model, instructions and queties ate packaged as parameters and
passed as messages from repository clients to the Service Module. This allows the
Service Module to prioritise operations and allocate threads. This module carries
out authentication of the repository clients, allocates and establishes client identifiers
for denoting each client’s view of the repository, and transparently tags each
command query with this identifier.

In order to be able to handle multiple repository clients concurrently, the
prototype implementation of the Service Module allocates a thread to handle each
client, and that thtead can then spawn further threads to handle simultaneous
connections with different command queries from that client. This enables multiple
input and output streams to be handled concurrently. Output operations are given
lower priority than event input operations.

6.4.3 Query processing module

The Query Processing module analyses incoming queties and according to their
natute, input ot output, allocates resoutces: appropriately. Command queries can be
categotised as follows:

o Command gperations; e.g. establish a client/server relationship and obtain an access
key, define an event type and specify its scheme, add an updated version of a
type’s scheme, set archival and storage thresholds, configure the size of the result
cache, make detived sessions persistent, flush all indices and events pertaining to
the client.

®  Deposit operations, deposit an event instance into the repository or open a typed
channel for continuous deposit of multiple event instances.

o TEQL retrieval queries; e.g, locate composite event patterns, locate event intervals,
identify temporal spans, locate individual events according to some temporal
criteria. It is the nature of TEQL queries that most retrieval operations do not
return a definite result, but rather a set of results matching the criteria specified
in the query. Therefore, TEQL ‘retrieve’ queties return a structure that contains a
seties of results matching the query. The result sets can contain primitive events,
composite events, or intervals. A reference identifier is attached to each result set
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since these are retained in memory for some time, in case the same set of data is
to be reused in a subsequent replay or retrieve.

o TEQL replay queries; e.g, locate some temporal interval whose end-points are
denoted by some temporal value or event timestamp, and replay the events that
occurred within its timeframe (or all types, of some type, or with some more
specific filtering applied) at the otiginal replay speed or some fraction/multiple
of it. These open an output stream that has to be handled by an application-
defined handler method in the tepository client.

®  Roeferenced data replay queries; these ate not TEQL invoked queries but rather a
method-invoked replay where a result reference is passed as parameter. This
reference identifies a set of events, or an interval, that were the result of an
eatlier TEQL retrieve query.

o  OQL-only standard queries, for these operations the event repository appeats as a
read-only conventional database.

The query layer identifies each quety or command, and checks it for correctness. If it
is a TEQL query it is parsed and validated. The query is then executed and the results
sent to the repository client through the Service Module. A result could be a batch
of events, or a stream of events from the Replay Engine.

The Replay Engine buffers a resulting set of primitive or composite events, and
replays them out at the same temporal separation as denoted by their timestamps.

The Result Cache retains the most recent query tresults in case further queries
are to be executed on them, as well as the most recent queries’ syntax. This is most
useful in applications where a retrieve is first carried out, and then the user is allowed
to select some sequence of events for replay from the set of sequences returned by
the query. Obtaining the sequence from the Result Cache is more efficient than re-
evaluating the original query. Result sets returned to the repository client are tagged
with a reference that can be quoted in TEQL queties in order to force retrieval from
the cache. If the data has expired, the query syntax is retrieved and re-executed.

Both the Replay Engine and the Result Cache can be disabled upon creation
of an event repository, in which case some functionality will be disabled. This will
trigger error notifications to the client should their services be requested.

Whether the query layer implements TEQL queties directly by interfacing with the
storage sub-system (discussed next), ot by mapping TEQL queries to SQL/OQL,
depends on the choice of the storage sub-system and on the query interface it
provides. For the prototype implementation of the event repository a custom storage
sub-system was developed. Interacting with this involves interfacing to a log
management module.

6.4.4 Storage module

This section proceeds from the observations made in the synopsis of Section 6.4.1.
It further qualifies those observations by identifying in detail the storage
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requitements of the storage component of an event repository, and then presenting
a custom log-based design to address these requirements.

Storage requirements

Based on the discussion in the preceding chapters, the functional requirements of the
storage component of an event repository can be summarised as:

o High performance writing — The storage system needs to be able to support and
handle the writing of several hundred events per second, where the events can be
of different types (of differing and evolving schema).

o Performance and redundancy vs storage — These have a higher priority than volume of
storage. Trends over the last ten to fifteen years indicate that while storage
capacity on magnetic and optical media keeps doubling periodically and
decreasing in cost simultaneously, access speed and data throughput have
improved only slightly (in relative terms).

o Event depositing and archiving — Event instances are always deposited into storage
and not modified thereafter. As the store cannot grow indefinitely, archiving of
eatlier events needs to be provided.

e  Euvent refrieval — Access is requited to each stored event instance and to stored
sequences of events in order of storage timestamp. The sequence can consist of
event instances of the same type or different types.

o _Appropriate fanlt-tolerance — Should the machine crash, or a disk block failure occut,
minimal event loss will occur and existing logs are not damaged.

These requitements differ from those traditionally bounding a relational or object-
otiented database. This fact has been recognised in several projects looking at
retaining events relating to process behaviour for distributed systems debugging
[Han88, Tsa83, IYS86, 1890, NX93], where logs of event traces are the preferred
approach due to the high-speed of writing they permit.

Storage system configuration

In order to addtess the requirements listed above, a log-oriented storage system is
proposed for storing event instances.

The system consists of a Log Manager that handles the underlying storage log
files. Event instances ate categotised by their type, and distinct types are stored
within different logs. This enables keeping all the entries in a log to the same size.
Logs ate duplicated for reasons of fault-tolerance and consist of several ‘page’ files,
each containing an atomic number of event instance entries. The log duplicates are
wtitten to alternate disks if available. Multiple threads handle concurrent writing of
multiple logs.

Writing only involves opening one page file from an event type log, and the write
is duplexed to the mirror of that page file. An event type log page is buffered in
memory until it is full, at which point both the primary and secondary log page files
are closed. All but the last event instance can be read without locking, and the last

117




Chapter 6 - The Repository Architecture

event instance cannot be read while it is being updated. A lock protects this write
operation.

Session indices are stored in a similar fashion, with index entries identifying the
event instance type, and its relative position within the appropriate log. Session
indices are generated in real-time during logging of event instances, and the same
locking constraints apply to them as to event instance logs.

A Schema Repository retains all the event schema of the event types currently
deposited into the event repository, as well as the schemas of any derived composite
events referenced by detived sessions. In addition, a Client Event Reference is
retained for each repository client. This details the repository view that applies to
that client, including the event streams and sessions it has access to, and references
schema of all its event types. When a repository client establishes a connection with
the repository setver, this data is read into memory.

Log Manager

The Log Manager (see Figure 6.7) provides a clean and protected interface to the
undetlying log files. It abstracts the details of multiple log pages, duplexing, locking,
and archiving to tettiary stotage. It catries out fault tolerance through the use of
‘careful writes’.

It keeps track of the segregated event information space according to the
repository clients, allocates logs for each event type version within that information
space, and generates a number of index files for accessing the event instances within
that log. The log is pattiioned into log pages, and each log page is uniquely
identified.

The Log Manager maps the event logs into a growing collection of sequential
files provided by the operating system, the file system, and the atchive system. As a
log fills one file, another is allocated. The size of files represents a compromise
between performance and fault-tolerance. It is faster to work with larger files, but
they are more likely to get corrupted. The archive system is needed because event
logs grow without bound, therefore, in general, and based on the repository client’s
preferences, only recent events are kept online.

The Log Manager maintains a storage structure table that details all the log
tables, theit composition into log pages, and mapping to physical operating system
files. It also reflects theit mitrored duplicates. When log pages are archived to slower
disk devices, it amends its physical location entities to reflect the fact that access of
these tables now has to be carried out through the Archive Manager. Since events
ate ordered according to their timestamps within the event logs (and log pages), the
structute table also contains the temporal interval covered within each log page. This
information is important in assistance of fast access to an event by its timestamp, or
by its temporal relationship to other events or event sequences.

During a quety, the Log Manager handles opening of physical files and the
granularity of the locking to be used. By default, the Log Manager reads in event
instance entries and opens page files optimistically. This is of most relevance when
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Figure 6.7
Structure of the storage module, event files, session and temporal indices

some of the events to be rettieved occur in old and currently archived log pages, as
real-time de-archiving is a slow operation.
Naming

An important module within the storage sub-system is the Naming Manager. The
putpose of this module is to define the physical mapping of event log tables and
their log pages to actual physical files, and define the names of those files.

Indexing

Since the storage architecture is optimised for rapid writing, read performance is
primarily achieved through indexing,

All events are stored sequentially in the same order as they are received by the
event repository. This is termed the deposit timestamp, and is different from the creation

119




Chapter 6 - The Repository Architecture

timestamp, which is a property of all event types set by the event soutce from where
the event originated, The deposit timestamp is added to the event instance and does
not replace the entry for the creation timestamp. In addition, a unique event entry
number (EEN) is attached to the entty.

Session indices are created in real time while the events are being deposited. Each
entry in a session index consists of a reference to the event the entry points to, with
the reference taking the form of a reference to the event log, the page within the log,
and both the relative position of the event instance trelative to the beginning of the
log page as well as the timestamp of the event.

Access by absolute values of real time, as well as by intervals of time, is required
by a number of queries that can be run on the event repository. In otder to facilitate
this, the Log Manager’s representative structure contains, apart from physical
information about each log page (like its filename), its temporal entry point; i.e. the
timestamp of the first event instance stored into it. This neatly partitions the event
log for an event type into ordered chunks of time, thus enabling fast read access and
search by timestamp or absolute time value.

Archiving

A sub-module within the storage system is the Archive Manager. This picks old
pages from within event logs and arvhives them. Two ways of archiving ate suggested
in this discussion:
o relocation of old pages to some form of slower storage.
This is likely to involve compression of the pages and relocating to a slower disk,
like a network-mounted file-system.

o moving of older events to a remote event repository.

The operation of archiving is cartied out within the Archive Manager by a low
priority thread based on the storage thresholds set by the repository client for which
event information was deposited.

A common type of failure within an event repository could be running out of
disk space. The Archive Manager counters this by periodically monitoring the
amount of free disk space left on the cutrent media, and increasing the priotity of its
active archive thread accordingly.

Since sometimes retrieval query operations need to be cartied out on event data
in archived files, real-time de-archiving is required. For this reason, the Archive
Manager must reserve an amount of storage space on the local high-speed medium
so that it can fetch and decompress log pages from the archive location and place
them in this ‘buffer’ space.

6.5 Propagation of event histories

There are a number of reasons for why an event history kept at one event repository
might need to be moved elsewhere:
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1. The event repository where the data was captuted might be running on a
platform with limited resources, and therefore the repository has been
instantiated with important modules disabled. A remote, fully functional
repository can enable a fully featured analysis of the event data in a way that is
not available at the original event repository. In this case, the whole event view of
the local repository client needs to be propagated to a temote repository setvet.

2. 'There might be insufficient storage space on the local repository so event data
has to be archived at a remote event repository. In this case, only events that ate
older than an application-defined threshold ate propagated.

3. Merging of event traces collected at local event repositories can address the
problem of lack of global time and of excessive network delays. In this scenario,
separate local event sequences are stored on the same machine where they are
generated, using stable unsynchronised clocks. By measuring the rate and offset
of the individual clocks, the timestamps in the event histories are adjusted at a
third remote event repository to reflect a consistent, or global time base. The
adjusted event histories are then merged into an accurate global event histoty.

In all cases, the repository client’s access key to the view on the repositoty server
must be transferred to the remote server. The local client then has to propagate this
key to the relevant remote client that intends to access the remote copy of the event
data,

In order to support this, event repository setvets provide a History
Propagation Interface. Through this, event repositories can communicate in both
directions.

In cases 1 and 2 above, the propagation is dtriven by the client at the otiginal
-repository. This makes the event repository server communicate with a remote
counterpart, and request of it that it establish a remote event view. It can then
transfer batches of events directly into that view. This bypasses the deposit
timestamping mechanism at the remote server so that the ‘now remote’ history
retains the original deposit timestamp. The remote event view will be appended on
subsequent transfer operations.

In case 3 the propagation is controlled by the client at the third (the remote)
repository. This first needs to get the access key of both the tepository clients that
control the local event histories that are to be sent to it. It also needs to determine
the o and B constants for the clock at each local repository. In effect, B adjusts the
rate of the local clock and a cotrrects for its offset with tespect to the clock of the
finished global history. Dietz [Die96] surveys and tecommends a number of
algorithms for obtaining these two constants. It then needs to make its event
repository obtain the two event histories and trigger a merge function passing the o
and P constants as parameters. After this operation it can commit the new global
history to a new view of the event data.

Figure 6.8 illustrates these two scenarios; cases 1 and 2 are shown in part A,
while case 3 is shown (with less detail) in part B.
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A. Propagation to remote event repository controlled by local client
B. Merging of two event histoties into one globally ordered one,
controlled by client A3.

6.6 Summary

This chapter has presented a design for an event repository architecture. This
addresses the requirements of the application domains identified in Chapter 2, and
can be seamlessly integrated with the HERALD event notification infrastructure.
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6.6 Summary

The functionality required of an event repository was identified, and a specific
design for an event repository that addresses this functionality was illustrated. The
architecture proposed is functionally divided into what are termed the repository server
component and the repository client component. The role and function of these two
components were then described. In particular, approaches to providing the required
storage structure within the server component were highlighted, and a storage design
put forward.

The section concluded by considering the issue of propagation of event histories
in between event repositories.

A prototype of the architecture presented was implemented. This enabled the
architecture to be deployed in a2 number of scenarios. The prototype, although not as
optimised as could be, easily met the incoming volume of events in these scenarios.
Details of these case studies are given in Chapter 7.
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Chapter 7

Experiments

This chapter introduces a prototype implementation of the storage architecture
presented. It discusses some implementation-related issues and then proceeds with
considering some of the ways in which an event storage service can be deployed
within different application domains. It then illustrates four applications that were
used as experimental case-study deployments of the event storage architecture.

These applications wete chosen because of the breadth of scope they cover, and
their distinct event storage and retrieval requirements; this being indicative of the
wide-ranging applicability of the event notification and storage solution proposed in
this dissertation. Some of these case-study applications were carried out in
collaboration with other researchers and institutions, and this is indicated in the text
where appropriate.

The experiments illustrated are as follows:

e The automatically generated diary (Section 7.3) illustrates the ease with which
information can be gleaned from several sources and integrated using the event
notification approach. The approach taken in this experiment enables locating
information based on its temporal context, and permits limited analysis of
working activity.

e The thin-client session capture tool (Section 7.4), built on VNC remote access
technology, describes one way of monitoring user activity on a workstation, in
particulat their interaction with an application. This allows applications to be
evaluated for the usability of their interfaces and feature-set, as well as assist in
teaching within classroom envitonments,

e The multi-setvice network management infrastructure introduced in Section 7.5
addtesses the complex issue of managing the various servers that a modern
information provider needs to service scalable customer requirements. The
solution proposed uses multiple event repositories that collect information on
servets and then forward those events to more advanced event stores for analysis.
Therefore, while live events enable setvice management and administration,
analysis of event histories is employed to determine the effectiveness of
management policies and to guide their evolution.
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¢ Finally, Section 7.6 describes CURVE, a virtual mobility visualisation and
collaboration tool that allows temote usets to visit a virtual replica of a real
building, and view and interact with embodiments of the real users working in
and populating it. As well as enabling review of the interacton of these
real/virtual users, the event capture and storage service deployed also enables
replay of movement of the real users in situations like emergency evacuations.

While not being comprehensive solutions in their own tight, these investigations
explored the potential of event storage in vatious application dotnains in otder to lay
the technological test-bed for more advanced designs that can address the complex
research issues identified in Chapter 2.

7.1 Prototype implementation

Prototype versions of the event repository and of the HERALD messaging
infrastructure were implemented in the coutse of the investigation. These prototypes
were built as proof-of-concept implementations and support the cote functionality
and features proposed in this document. The next two sections provide a brief
synopsis of some implementation related features.

7.1.1 The HERALD event transport

HERALD has been implemented as a set of Java™ class libraties. Java™ was chosen
for its ability to have the same binary code deployed and executed onto
heterogeneous platforms. Two high-level classes, EventClient and EventSoutce,
embody the functionality of an event source and an event client. By instantiating one of
these classes within their application, developers obtain HERALD event client ot event
sonree capabilities. Various service handlers and multiple threads ate launched by the
instantiated objects, which the application code does not have to interact with unless
it wants to. Communication with user code is catried out asynchronously by the user
defining object handlers (that inherit from HERALD intetfaces) to be invoked upon
specific occurrences, examples of these being registrations, etrots, acknowledgments,
etc. Various modules, such as event storage within the HERALD ttansport, can be
activated or disabled according to the initialisation patametets passed to the
constructor of the EventSoutce object. Future revisions of the transport can
increase the options available by adding to the set of policies supported. Since these
are activated through parameter passing, the API would not be modified and current
applications would not require rewriting, This apptoach allows for evolution of the
libraries while retaining backwards compatibility. The prototype implementation of
HERALD does not use Java™ types for event parametets so as not to tie the transport
and its applications to the Java™ programming language or type system. Instead, the
user calls methods that allow him to insert or retrieve ODMG types that ate only
then mapped internally into Java™ types. All other message constituent data is
transferred in between event-components in UTF-standard format. This ensutes that
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Structure of a HERALD event source and client

the transport libratries can be ported to other programming languages, and that these
heterogeneous versions would be able to inter-communicate.

The event transport undetlying HERALD makes no implicit assumptions as to the
natute of the communications protocol being used, and abstracts the functionality of
the latter through a defined interface. Events and control messages can therefore be
propagated over both connection-less (UDP/IP) and connection-based network
protocols (TCP/IP). Components can choose the transport they wish to employ
dynamically, and can change it during the course of their execution if they so require.

All HERALD structured messages suppott and communicate the version number
of the libraries that cteated them, enabling future revisions of the software to be
backwards compatible while elaborating on the communications mechanism.

7.1.2 The event repository

Due to the importance of read-write performance for event storage and retrieval, a
prototype event tepository was implemented in the C++ programming language.
This implementation provides for the core functionality required of the architecture
presented in Chapter 6, and the retrieval interface described in Chapter 5. The server
component of the repository is provided as a stand-alone implementation, while the
client-side of the repository is provided in the form of a package of class libraries
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that an application developer can use to rapidly develop customised trepository
clients. These libraties are available in C++ and Java™,

Communication with the server is enforced through client-side libraries, rather
than allowing a programmer to communicate directly with the setver, for security
reasons. When a client establishes communication with the server and creates an
event storage session, it teceives a certificate that it must present whenever it re-
establishes communication with the server for retrieval.

The server is fully multi-threaded, can handle multiple clients concurrently, and
can be customised through a command line interface to provide (or disable) non-core
modules that affect its performance and memory footprints. The client classes then
determine which of these modules are available in any server instantiation to
dynamically reflect the feature-set available to the application programmer. Typed
and parameterised runtime exceptions are thrown if the developet’s code is made to
attempt invocation of disabled modules.

Each client session is allocated a time stamping thread that timestamps all events
as they are received and buffers them for storage. Buffer sizes are monitoted by
another thread and grown dynamically in case the storage thread cannot keep up with
incoming events. The storage threads create a directory to correspond to each client
session, and keep separate log files for each event type and for session indices.
Session indices are maintained in real-time during insertion of the event data.

The repository server maintains a Schema Repository containing the definitions
of all the versions of the event types for which events are stored in it.

TEQL queries can be passed (as string parameters) through to the server
interactively or may be pre-configured within the application code. This is convenient
for when the client only carries out specific queries or presents a pre-configured
graphical user interface with fixed retrieval and replay choices to the user.

Once a TEQL query is parsed and found to be correct, the composite event
system starts accessing the event logs to locate composite sequences. This proceeds
as follows:

e Locate bounding time interval over which the query applies. This may be the
whole event history retained in the event repository, but is rarely so. In practice,
queries are usually bounded within some values of real-time, or from some point
in time until the present.

¢ Identify the starting event construct of the query, that is, the starting event for
any composite match.

® Locate first starting event within bounding interval and scan from that point
onwards for composite match.

e Depending on the consumption model specified in the query, new searches
branch from the current point in the logs as events matching the composite
sequence are located. These concurrent active seatches are known as evaluations,
and for each one a state evaluator is instantiated. The structure of these state
machines is constructed and initialised upon parsing of the TEQL query.
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The evaluation sequence implemented within the prototype is not optimal as it scans
large numbers of event instances where it might be possible to optimise the access
pattern to the data. This aspect is currently being investigated.

The quety evaluator always retrieves all the primitive events requested by a query
before returning them to the client. Similarly, event replays are evaluated completely
befote replay is initiated to ensute that the replay reflects the correct relative temporal
separation and is not affected by waiting for any evaluation processing, This means
that there can be a substantial pause from the client requesting a replay to the replay
starting, This has been addtessed by having the server first return a “query evaluated”
tesult, upon which the client can then ask the replay to start propet.

For petformance reasons, tight coupling between the server and client
components is employed; thetefore, by default the client code blocks in anticipation
of server response. Asynchronous operation can be implemented by the developer
by introducing multi-thteading in the client-side application.

7.2 Deployment Configurations

Within the case study scenatios, several ways of deploying an event repository
within a disttibuted environment were explored. The event storage service was
provided:

® as a gystem wide resonrce, monitoring all event instances from one or more soutces.
An example is a centralised repository instance that captures all movement
sightings from all Active Badges in a domain. Application components can then
interface with it to request a replay or analysis of these movements. The event
repository then injects these active components with the movement events as if
they were happening in real time. In this configuration, the repository can allow
usets to request retrieval of past sequences or replays from it according to some
access policy. One such method would be for its interface to impose access lists
on event types. One example case study (see Section 7.6) that uses this
configuration is visualisaion of mobility in virtual-reality for review of
emetgency evacuations. In this scenario, a centtralised event repository injects
events into the mobility visualising component.

® as a usercentred service. A user can instantiate 2 HERALD storage mediator and
configure it to monitor all event types of interest. It is up to the user (or their
agents) to configure the tepository to organise events into sessions of trelevance,
which ate useful for subsequent retrieval. Such a configuration can be used to
monitor all activities the user ot their agents engage in; an example being for
automated diary genetation (see Section 7.3). The repository could monitor all
workstation activities in the background, receive notifications from system-wide
services like the uset’s movement sightings and use of library facilities, and
monitor their engagement in online collaborative activity.

o as an application-specific service. An active application can instantiate an event
tepository and use it for its own requirements. A debugging application can thus
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use the repository to monitor system execution, allow analysis and review of the
resulting trace and then destroy it once it terminates execution. In coopetative
work scenarios, it might be desired not to keep a permanent trace of the
interaction, but nevertheless use the event repository to support disconnected
operation. One way of achieving this is to have the conference management
objects instantiate their own event repositoties, use them to provide replay for
patticipants after reconnection following netwotk partitioning, but then destroy
them and all their event records once the collaboration tertninates.

® as a component-specific service. An event repository can be embedded within a
distributed component and be used solely by that component to ptrovide
persistent functionality. As discussed in Chapter 4, embedded event tepositoties
can enhance the capabilities of event sources and event clients, as well as
fedetators, brokers and gateways. In this configuration, the conceptual modules
making up the repository can be tightly integrated with the modules of the event
component in order to reduce unnecessary communication overhead.

These deployment scenarios ate not mutually exclusive.

An important concern that applies in any scenario where replay is envisaged is
that of feedback. Although one can capture the event messages that integrate an
application, it is not always possible to then simply replay these back into the
application to set its global state the same it has been at some point in the past. The
reason for this is, of course, that in many components, the notification of an event
will cause input/output to be cartied out, as well as bting about generation of other
new events that trigger further activity elsewhere. Therefore, teplay can only be
successfully carried out when it is possible to distinguish between extetnally soutced
events, and internally generated events that are causally related to them. Only the
former should be fed back into a replay, and even then, the non-detetminism
inherent within loosely coupled execution implies that the application might behave
differently in this second replay. This issue has received prominent attention within
investigations into fault-tolerant distributed systems environments and simulation
[JZ88, SY85, WF92].

7.3 A ‘memory prosthesis’ -like diary
application

A human memory prosthesis diary application was designed and deployed. The diaty
application illustrates the ease with which information can be gleaned from several
sources and integrated using the event notification approach.

A ‘human memory prosthesis’, as defined by [LBC+94], denotes an application
that aids memory recollection by supporting searching by temporal context. People
often forget the details of a patticular event or activity, but will recall the context of
when that activity took place. Examples of this context are activities that took place
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before, during, ot aftet the event in question. An automatically generated diary can
setve this role in aiding recollection if it can:

e captute enough information about a user’s daily activities, and

e present a meaningful means of querying the information.

In order to acquite reasonable granularity of information on a user’s activities,
information from both the physical and virtual (digital) dimensions a user works in
was collected.

Users’ physical location and movements wete tracked through an Active Badge
system [HH94], whete each user wears a personalised infrared badge that transtnits a
signal every few seconds. This is picked up by widely deployed sensors throughout
the building, The sensor netwotk was interfaced to by an event source module. This
module retrieved all badge sightings for all members of the department and kept
track of when they changed location. It offered event consumers events pertaining to
a uset’s badge sightings (typically every few seconds), clicking of the buttons on the
badge, and movement events, generated only when a user is detected to have changed
location. The Active-Badge Event Source module also encapsulated event storage
functionality. Thetefote, it could be interrogated as to the history of movement of
any user.

Software sensots monitored a uset’s computet-based activities. In each of the
cases below, a stand-alone component or a wrapper around some application, was
deployed to monitotr some software activity (see Figure 7.2). This generated HERALD
events of one ot more specific types when important operations ate cartied out in
software. This experiment was cartied out on the Microsoft Windows NT platform.
This illustrated the ease with which HERALD could be used to integrate third-party
independent modules. The monitoring involved:

o Terminal logging-on and logging out — users taking part could install a small sensor
application in theit environment that would run when they log in and generate an
event, and likewise generate a log-off event when it is terminated upon shell
closute.

o Application nsage — usets use a toolbar to launch applications, and this generates
events identifying what applications had been launched and when.

o  Document tracking — clicking on a document in the Windows™ environment
launches the application that is associated with that document for reading ot
editing, A document-listing application allowed document opening and generated
events on these operations.

o Tolphony — voice-enabled modems allow telephone calls to be made and received
through a petsonal computer. This conveniently allows a wrapper around the
Windows™ Telephony API to generate events about telephone activity and the
numbers dialled. Furthermote, calls dialled or received (using caller-ID) can be
matched to people or organisations through interaction with a uset’s address
book.
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®  Address-book, Email and Personal Organiser (PO) software — comptrehensive PO

software suites like Mictosoft Outlook 98/2000™ integrate a uset’s calendar,
task list, contact list, and also double as email intetfaces and repositories.
Outlook provides a very comprehensive progtamming model through which
software can interface with most of its internal modules and monitor their
activity. ‘These wrappers were then made to integrate within the HERALD
framework and issue events on email artival, dispatch, entering of calendar
appointments, appointment/meeting starting and ending, task creation and
clearing,

o Web browsing. A HERALD aware web proxy was deployed and the uset’s web
browsing software was set to divert all its HT'TP retrieval operations to it, This
proxy then handled web page retrieval transpatently for the uset’s browser while
generating events pertaining to the HTML pages being requested.

In this experiment, privacy was ensured by having all the events generated by a uset’s
monitoring modules used only by other modules belonging to that uset.

The above infrastructure enabled acquisition of sufficient information to be of
use as an automated diary. Events from all the monitors were collected by a User
Monitoring Module, which was also the client segment of an event tepository. For
one month, the stotage required was of 4-8 megabytes for average use and for
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Figure 7.2
Collecting and retaining information on a uset’s daily activities
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uncompressed event data.

The user interface attached to the diaty application enabled browsing of the raw
data, and then its interpretation at various levels through application of TEQL queties.
Upon entering a TEQL query the uset would be presented with a refined view of the
event data, this being the tesult of the quety submitted. Output from multiple
queties could be combined to create new data views, and these could be queried
against in turn,

The following are examples of typical queties one could catry out from the data
captured:

o Show me the document that I edited after I had been to the meeting room where I met Jean
(some day two weeks ago)

o Locate the details of a phone call I made 30 minutes after I received an email from George

o Locate the document I wrote afier my appointment at the hairdressers some time last month and
before I saw the Xerox PARC web page

o Show me the documents I edsted on the 25" of this month from logging on until 12pm

Although in this application, there is no notion of an integrated workflow from one
component to another in a reactive manner, nevertheless it does demonstrate the
ease with which independent applications can be turned into event sources. It is
envisaged that it would be possible to use the event information collected to study
users’ interactions with each other and with electronic means of obtaining news (like
web-sites and email).

The diary application was found to be useful as a tool for memory recollection,
in particular for locating of documents. A future version detailing collaborative
online sessions integrated with the above event information is being designed. This
would then aid recollection of ideas and of concepts discussed in audio/video
conferences. At ptesent, this would only be available through keeping of video and
audio logs (as in [LN93, LBC+94]) and manual annotation of the records.

7.4 Thin-client activity capture and replay

This thin-client session capture tool illustrated the feasibility of both temporal
searching and teplay for playback of computer sessions. This has potential for
interface customisation and studying of human learning patterns.

Thin client platforms are becoming important tools in a number of
environments like the active home, whete ubiquitous terminals of low computing
potential can be widely deployed. Likewise, the widespread use of handheld devices
like petsonal otganisers, palm computers and smart mobile phones, with severe
powet-consumption constraints (and thus performance restrictions), is bringing
about a revival of client/server computing whete as much computation and state
information as possible is moved from the client to the server.

The Virtual Network Computing (VNC) technology from AT&T Laboratories
Cambridge [RSWHI8] pushes this thin-client computing model to an extreme by
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The VNC protocol
moving the execution of applications completely to the setver, leaving the client
stateless. Without changing any windowing system, VNC can run on any platform
and breaks it into client/setver pieces, namely the VNC setver, the VNC client, and
the VNC protocol that connects the previous two (Figure 7.3). The VNC setver
executes all the applications and generates the frame buffer. The VNC client displays
the frame buffer and accepts user input.

The server component of VINC captutes the desktop of the machine the server
is hosted on. It then forwards this mirror of the desktop to the client component
running elsewhere. The client displays this copy of the desktop through whatever
display or windowing technology is available on the client platform, and allows the
user on the client machine to interact with that desktop as if they wete sitting at the
console of that machine. Input devices like the mouse and keyboard can be
controlled, and should another user use the console of the server machine, these
would be shared with the temote user employing VNC. In this way, VNC enables a
machine’s desktop (or user session) to be used remotely in a way analogous to the X
windowing protocol. The difference between VINC and X is that whereas the X
protocol requires heavyweight clients to interpret drawing and display ptimitives,
VNC carries out all computation at the setver, and sends only frame-buffer updates
and display segments to its lightweight client component. This has enabled VNC to

be ported to several platforms and windowing envitonments, like Windows™,
several UNIX flavours, and some hand-held operating systems. VINC also enables
several users to simultaneously view the same desktop and is thus useful for
classtoom demonstrations. Inversely, an instructor ot a tesearcher investigating an
application’s usability charactetistics can monitor someone else using that application.

In this experiment, carried out in collaboration and documented in [LSBHO0] by
Li et al, the event repository developed in the coutse of this investigation was
employed to capture and store the events sent from the VINC client to the setver.
HERALD’s event transport functionality was not employed in this application, as VNC
already uses a proprietaty event protocol. The event repository was interfaced to this
event mechanism and VINC through the writing of a VNC proxy module that was
also the repository client component. This proxy server was seamlessly introduced
between the VINC client and the server to intetcept and manipulate the message
streams in the VINC session [LSH99] (see illustration in Figure 7.4). Frame buffer
update messages and various ezens messages that denote user actions (mouse clicks,
window focus operations, entering of text) wete retained. In effect, this is equivalent

134



7.4 Thin-client activity capture and replay

to capturing the user activity input on the VINC desktop, and enables playback of the
whole or part of the session captured. Furthermore, the events serve as indices that
can be quetied to locate specific intervals within the uset’s activity. This capture and
playback is useful for carrying out usability studies, as well as for the users themselves
to review their activities, The resulting movie allows the reviewing user to view the
captured activity with VCR-like control.

VNC Storage VNG Client
Frame buffer Proxy B

updates

-

VNC Server

User activity
events

Frame %
Retrieval ™

Figure 7.4
Inserting a storage proxy with an event repository to
capture uset activity

The events stored ate used as indices into the frame-buffer updates. Firstly, there
are intentional annotation events, which are indices that users create during a work session
for marking particular time points or segments of activities or points of interest.
These notes are time-stamped by the event repository and act as a temporal index
into the recording, Several activities can be marked in this fashion, like text
highlighting, Other automatically generated indices, termed side-effect events, refer to key
(keyboard entty), pointer (mouse click) and be// (software generated notification)
events. Derived events are produced by automated analysis of detailed multimedia
records. For example, by analysing the frame buffer update messages, the proxy
calculates the size of the frame buffer area that has changed since the last update and
generates events pettaining to it.

In this application, the storage proxy presents a graphical user interface to the
user, There is no requirement for the user to enter queries directly into any query
language. A graphical menu-driven interface allows selection and customisation of a
number of pre-set seatch, browse, retrieval and playback modes, and the proxy then
translates these into TEQL commands transparently. The events retrieved from the
event repository ate then used to look up the appropriate frame buffer updates and
reconstruct thumbnails for browsing or regenerate a session directly.
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The retrieval queries available enable the user to locate (1) commands typed in at
the console, (2) text entered into applications, as well as attempt to locate (3) any of
the events captured by their type and by specifying templates for their parametets.
Sequences of these events can be defined and searched for. When matches are
located, the query interface locates and re-builds the display frames cotresponding to
when these events took place, and these are displayed in the form of thumbnails. The
user can then choose to view a replay from that thumbnail onwards at the full
original size, and at the same speed of occuttence, or fastet.

This case study illustrates how the event repository can be employed with a
proprietary event protocol. In measurements cartied out in the context of this
experiment to determine the latency of a retrieval operation, minimal petformance
latency was due to the event repository patsing queties. Most of the time was spent
on retrieving the checkpoint image frames and then parsing all the incremental
updates until a frame could be displayed. Increasing the frequency of ‘checkpoint full
frames’ made this value tend towards a minimum figure of two seconds, a fraction of
which is due to querying the repository.

7.5 Active Management of multi-service
networks

This experiment illustrates the use of multiple event repositories wotking in
collaboration. While live events enable service management and administration,
analysis of event histories is employed to determine the effectiveness of
management policies and to guide their evolution.

The increasing need for rapid introduction of new services and highly
customised service offerings poses additional management challenges for today’s
networks, In order to address this, an investigation into management through event
notification and storage was carried out in collaboration with BT Laboratories
(Martlesham Heath, UK). The outcome of this investigation is desctibed by Marshall
et al. in [MBS+99]. Catering for modern customer service requirements requires the
deployment of several specialised servers: examples being web servers, file servets,
archive servers, e-commerce servers, mail servers, multimedia servers; working
together to provide an integrated multi-service infrastructure. However, the reality of
the marketplace often does not allow tight integration approaches to providing such a
comprehensive solution. In order to be able to utilise third-party off-the-shelf
products, loosely integrated event-driven approaches are feasible and practical. One
powerful technique for providing such a service by a major information setvice
provider that requires scalability is to group these services into clusters of setvers,
each running one or more setvices. In such a cluster, a number of machines (capable
of being instructed to launch any service required) provide redundant backup in case
of failure or ovetload, and management setvers monitor and analyse the
performance and load factors of the running servers. Gateway setrvers then act as
bridges between these clusters, and not only propagate management information for
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A multi-service cluster with a deployment
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synchronisation, but also provide auditing and forwarding of client requests in case
of cluster overload. This is shown in Figure 7.5.

The solution proposed as the outcome of this research employs Aetve
Management (event-driven) based on role-driven policies and Application Layer
Active Networking (ALAN) [FG98]. Information handling problems are avoided
by using 2 lightweight scalable mechanism for information transfer. An Information
Management System is deployed, which consists of a number of Information
Management Setvers (IMS’), each of which encapsulates an event repository and
captutes management information. Events are propagated through HERALD’s event
transpott. Thus, each specialised setvice, like the web server, is attached to an IMS
(most likely running on the same machine), which can extract events from it as well
as inject actions into the server according to events received. For example, an event
genetated from the web server indicates its current connection load. The IMS
attached to the Cluster Manager service registers interest in this at a high delivery
ptiotity and can therefore monitot its load, statting another web server if need be.
Similatly, it can send an event to the web setvet requesting it to stop handling client
requests and shut down (as it might not be needed any longer, or another service is
to be launched on that machine). Auditing servers also register interest in such
events, but at the lowest priotity.

The management system controls the services running within the cluster through
an IMS at each netwotk node, each of which is capable of autonomous actions. The
actions to be undertaken at each entity are determined using knowledge that entity
possesses about itself and policies (these being supplied by remote managers) that
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specify responses to system events. Typically, the local knowledge will consist of
status data on elements controlled by the autonomous entity, and will constrain the
number of policies that are applicable to an event instance. Each entity has a policy,
defined by its administrator, which expresses the local precedence order of the
management roles authorised to provide policies. All of the policies are based on the
wotk of Sloman et. al. [LS97, Slo94] and allow manager rights (authorisations) and
responsibilities (obligations) to be linked to the managers’ role.

The actions possible include download and execution of management utilities
and other executable programs that may be requited but ate not already installed.
Thete are therefore policies (distributed with the programs) that specify the usage
and behaviour of any programs added to the system using the active capability. The
active capability is provided using the techniques discussed in [MCC+97]. Program
policies are associated with the strongest role of the program provider at the entity
where the program is used.

All IMS’s encapsulate event repositories that store and then periodically forward
their data to other more centralised event repositories in the cluster. Therefore, two
types of repositories are employed; lightweight partially functional servers which can
be co-located with any entity, and fully functional servets which will typically be
located at gateway nodes. This arrangement takes advantage of the flexible
architecture employed in the event repository, which enables functional modules to
be disabled; thus balancing the complexity of quetying required against the
computational power available at a node. While simple but fast event stores offer a
load balancing and traffic controlling function, fully featured event repositories allow
management information analysis.

Event repositories at most services are therefore cut-down in functionality to
reduce their requirements footprint, with no temporal querying available. These
stores retain their contents for a limited amount of time and space, and forward their
contents to the primary event stores at the cluster gateway IMS’s when the
time/space threshold is approached.

7.6 A ‘mixed-reality’ collaborative environment

The aim of this case-study application (hamed CURVE - Collaborative Unified Real
and Virtual Environment) was to explore the potential of collaboration between real
and virtual remote users in a common environment. As well as enabling review of
the interaction of these real/virtual users, the event capture and storage service
deployed also enabled replay of movement of the real users in situations like
emergency evacuations. This application explored the feasibility of session playback
to identify dangerous bottlenecks in buildings that could hamper rapid evacuation in
case of an emergency.

In order to achieve this, a real working space (part of the Cambridge Computer
Laboratory) was mirrored in virtual reality (VR), where the VR representation was as
accurate as possible to the real world. This virtual reality model could be accessed
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The CURVE architecture

through a web page, so it was available from anywhere. Although any uset could
download and navigate the virtual wotld, one was required to register and obtain a
uset identifier and password to be able to interact and collaborate with the ‘real
users’. The virtual teality wotld downloaded is dynamically modified as the user
navigates through it to teflect activity in the real working environment. Thete are two
aspects to this mitroting of a real environment into virtual-reality — mirroring the
building itself, and mirroring the real users that populate it and their activities.

An accurate virtual reality model of part of the Computer Laboratory was built.
The accuracy is reflected in the representation and dimensions of the building, floor
layout, and tooms; right down to the level of the furnishing and textiles adorning
each room. This enabled an individual familiar with the real building to immediately
feel at home while navigating the virtual space, and thus be able to quickly proceed to
the locations whete (s)he wishes to visit or meet people. One of the problems
associated with virtual-reality multi-user environments is the artificial nature of the
wotlds they present to usets. In this application, this was not really an issue as the
virtual wotld closely models an existing building, To further emphasise this, real-
wotld movement is enforced, with active constraints like gravity. For example, to
move up 2 floot, one has to take the staits or use the lift. Since the virtual world
created is so accurate in its representation of the real building, it has been used to
visualise teplay of usets’ movements in situations like emergency evacuations.

Real users wesre mitrored in the virtual wotld. When remote users visit a virtual
office they will view avatats tepresenting the real users ‘really’ present in the physical
analogy of that office. Since recognizing someone from theit avatat is impottant,
several avatars are employed to represent people, and in addition, head photographs
(mug shots) ate used to customize each individual’s avatar with their face. Knowledge
of a real uset’s location and activities is achieved by using information gained from a
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number of sources. The Active Badge system [HH94] deployed throughout the real
building enabled monitoring of the location of any individual who wishes it.
Additional information acquired from softwate components running within an
individual’s desktop environment was employed (see Section 7.2). For example, if a
user was currently logged in at a workstation with no idle time within that office, the
system concludes that (s)he is using that machine, The avatar is then displayed seated
ot located next to the VR trepresentation of that machine. If users move from one
location to anothet, theitr movement is detected and fed back into the virtual world,
which dynamically generates and displays their avatars moving in between the
cotresponding locations.

When virtual users navigated through the vittual wotld, theit movements were
captured and sent back to the Department, where they were then fed into real usets’
collaboration software. From the real usets’ perspective, they wete made aware of
their ‘virtual visitors’ through a software component running on the wotkstation
nearest to their location (in the same room). This informed users whenever a virtual
uset was enteting their office, and they could ‘page’ the virtual uset. Virtual users can
see other virtual users navigating through the virtual wotld, and can undertake
interaction with them in a similar fashion to real-wotld usets. Figutre 7.6 illustrates the
architecture behind CURVE.

CURVE is built around HERALD. An applet resident in the CURVE ‘access web
page’ interacts with the third-party browsing software that displays the vittual reality
world (defined in VRML97 [ISO97}), and can dynamically modify it and its
constituent objects. From this viewpoint, the application appeats as in Figure 7.7.
This applet also monitors activities in the vittual wotld, like usets’ movement and
their interaction with the objects that
make up the world; mapping these to
HERALD events. It therefore acts as both

a HERALD event source and client, and

Welcome to the uni i
Collaborative Unified Rewt awd Vivinal Ensivonssent comm cates with other HERALD

components residing at the Computer
Laboratory. The collaboration modules
that can be launched to carty out audio-
video collaboration between usets ate
also active components. Classes of event
include user interaction events, such as
drawing lines, typing text, clicking on
objects in a video clip, virtual reality
viewpoint movement, and avatar
selection.

CURVE supports the storage and
retrieval of activities, enabling past
sessions to be replayed at a later point, in
whole or in part. It also allows the review

. of scenarios involving mobile users, for
Figure 7.7 .
The mobility visualiser. example emergency evacuation
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procedures. In this expetiment, users’ movements during a fire drill were monitored
and captured by the event repository attached to the Active Badge Event Source.
The event stream captured was then fed back into CURVE, which used it, just as it
would with live data, to visualise individuals’ progress through and out of the
building. This enabled identifying of problem spots within the building, such as
bottlenecks affecting the safe exit of a large number of people. This can be a
valuable tool for an architect to identify design flaws in a building, and assist with
making modifications or providing alternative exits. In the evacuation scenatio,
CURVE was not employed as a collaborative environment as such, but its ability to
mitror a real world and its users was used to study that real world during an interval
of interesting activity. The advantage of using a virtual reality mirror over closed-
circuit camera footage is that in the virtual world one can change one’s viewpoint
continuously as opposed to being restrained to viewing from fixed and specific
viewpoints.

In summary, events describing real and virtual users’ movements and activities
wete captured ovet time and stored in an event repository. A replay could then be
initiated from the repository, feeding back the event streams denoting people’s
movements within the building into the virtual reality mirror of it. This could be
done at the same speed as the original time scale, or in faster multiples. The replay
could be made from the beginning of the capture session, or from any temporal point to
any other point. TEQL replay queties could be made interactively into the replay module,
which would then return a set of replay intervals that match the query provided. The
user can then select which replay to carry out, this then being fed into the virtual
reality world.

7.7 Summary

The aim of these case-studies was to explore the potential of event storage in various
application domains having different integration, storage, and retrieval requirements.

The diary application illustrates the ease with which information can be gleaned
from several sources and integrated using the event notification approach. The
approach taken in this expetiment enabled locating information based on its
temporal context by applying the principle of human memoty. By cross-examining
the event histories pertaining to different users and relating them, this tool could be
the underpinning of an analysis of workflow patterns in the workplace.

The VNC thin-client session capture tool allows applications to be evaluated for
the usability of their interfaces and feature-set, as well as assist in teaching within
classroom environments. This illustrated the feasibility of both temporal searching
and replay for playback of computer sessions. Coupling this with post-session high-
level semantic analysis and a knowledge base (such as that prototyped in Lumiere
[HBH+98]) has potential for interface customisation and studying of human learning
patterns.
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The multi-service network management infrastructure introduced in Section 7.5
addresses the complex issue of managing the various servers that a modern
information provider needs to service scalable customer requirements. The solution
illustrates the use of multiple event repositories working in collaboration. Therefore,
while live events enable service management and administration, analysis of event
histories is employed to determine the effectiveness of management policies and to
guide their evolution.

Finally, the CURVE tool allows remote users to visit a virtual replica of a real
building, and view and interact with the real users working and populating it. As well
as enabling teview of the interaction of these real/virtual usets, the event capture
and storage service deployed also enables replay of movement of the real users in
situations like emergency evacuations. This application explored the feasibility of
session playback to identify dangerous bottlenecks in buildings that could hamper
rapid evacuation in case of an emergency.
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Chapter 8

Analysis

In otrder to evaluate the solutions presented in this dissertation, it is useful to recall
the original research aims as documented in Chapter 1. The proposed event storage
solution required provision of:

®  a model for representing generic event instances,

® an architecture for seamless integration of the functionality and services of an event storage
repository with different environments,

o a flexcible storage service that embeds a high-performance storage paradigm tailored for the
particular nature of event data,

® g powerful interface for retrieval and replay of information from event stores.

Chapter 2 then highlighted a number of application domains where event
notification is tecognised as a feasible and powerful communications model, but
where further advances require teview and analysis of event histories. These research
issues wete therefore addressed with an emphasis towards genetic applicability. This
approach can be unsafe as it can lead to elegant solutions that in practice cannot
meet the bespoke requirements of any particular application. In order to avoid this
pitfall, flexibility and customisation was built into the designs themselves. The idea
behind this is that application developers can adopt the above services in order to
built theit application while tailoring them to their particular requirements and
constraints,

This chapter provides a synopsis of the features of the service presented and
discusses theit merits and shortfalls. Whete appropriate, it highlights directions for
future research.

8.1 A model for representing generic event
instances

The event model presented in this dissertation (Chapter 4) offers a generic way of
representing and reasoning about events. In past, event notification systems have
been hampeted by providing unstructured event representations that severely limited
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their application outside a few bespoke applications. The model proposed avoids any
application-oriented emphasis in order to avoid this fate. Not only is it
straightforward to map events from all sotts of hardware and softwate devices to the
event model proposed, but it also becomes possible to use the same event data
generated within one specialised application within another of completely different
scope.

The event model defines a type system for events where event instances belong
to a structured type, whose attributes are of any of the types defined in the Object
Data Management Group’s data types. These strict definitions on the representation,
size and range of types like integers, real values and strings, ensure that the event type
system is not tied down to any particular programming language data model. At the
same time, the ODMG data model provides bindings to the type systems of the
most populat languages, like Java™, C/C++ and Smalltalk, and is very close to the
type system defined by the Object Management Group, the other consortium
televant for distributed systems design. These factors contribute towards rapid
integration, processing and usage of events within applications across heterogeneous
platforms.

Since events are typed and structured, services can determine precisely what
event information they require and specify fine-granularity filtering, providing for
highly client-focused event notification, with reduced network load and client-side
computation required.

The future of distributed systems lies in dynamic open infrastructures where
application components can be written by different organisations, and can
dynamically join ot leave a disttibuted computation. Components can come and go,
provide services that others can make use of, and scour a system in order to discover
information that they can consume. This scenatio precludes tightly coupled
approaches, where event schema ate statically propagated using compiled skeleton
files or stubs.

In this model, event instances only contain a reference to their type and their
attributes’ values. It is therefore proposed that event schema, i.e. the structures that
define what is meant by an event type and which collectively make up the event
taxonomy available to an application, are defined at the event soutces where the
events are generated, ot at local event brokers that have knowledge of the events
available in their domain. From here, they can then be propagated to entities wishing
to consume events of those schema’s types. Self-describing messages in formats like
XML ate useful for when an event consumet is interacting with message-based
channels delivering events of different kinds, and is undecided as to what is useful to
it. This is very expensive in terms of network bandwidth, due to the large message
size, and in terms of the filtering and parsing required at the event consumer.
Searching for and obtaining a desctiptive scheme once seems to be a more practical
solution, and is particulatly effective when coupled with a federated network of event
brokers [BBMS98].

Since event types can inherit properties from other events within an inheritance
tree, applications can structure services around meaningful organisations of event
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types. In this way, registration and querying of event data can be carried out on base
types that implicitly encompass event instances from all the sub-types.

In order to further facilitate discovery of information, scheme definitions enclose
textual fields that describe an event type’s purpose, and provide a set of keywords
that can be used for classification and indexing, Likewise, within an event type’s
scheme, each attribute is not only named and typed, but is also tagged with textual
desctiptions of the nature of that attribute. Together, these allow for seatch services
that locate useful information, and support automatic translation of event
taxonomies in between domains. In addition, since schema atre versioned, they can
evolve over time without tequiring re-compilation of components. Event services
can serve events in the new and old format alongside each other without causing
confusion.

Finally both regular, as well as compound, composite events are implicitly supported.
Registering in a composite event is analogous to registering in a pattern of
occurtence, and enables applications to determine the granulatity of events they wish
to see, without losing the ability to see the constituent ptimitive events if desired.

These capabilities go beyond the provisions of most event and messaging
models, and lead one to conclude that the event model presented can more than
meet the tequitements of the application domains listed in Chapter 2. In Chapter 7,
the diary application, the multi-setvice network management infrastructure, and the
CURVE virtual reality system, all endotsed the event model presented. It adequately
fulfilled their requitements. Furthermore, the model specifies that its structutes
themselves all be versioned, ensutring that the core model itself can evolve in
response to emerging requirements.

8.2 An infrastructure for event notification and
storage

The HERALD event notification and storage infrastructure (Chapter 4) provides a
flexible framework for building distributed systems from independent components.
HERALD provides the transport within which to implement and propagate structured
events as defined by the above event model. By not imposing any system-wide
constraints on data propagation and communication, HERALD embraces the loosely
coupled model of interaction that, as argued in Section 8.1, represents the future of
distributed systems and Internet-based software.

HERALD’s undetlying philosophy is that by wrapping a small layer of code around
a device ot software component, that component can be turned into an active
component. This is a component that can: (1) either generate events that are of
interest to othet components, ot (2) can register interest and consume events from
other components, ot (3) can have actions injected into it. In the third case, an
application-specific federator module can be written that employs declarative rules to
drive injection of actions (triggering of activity) inside one or more non-active
components. This approach enables distributed systems to be rapidly and
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dynamically composed from several applications that were not intended for such
integration, Section 7.3 demonstrates how this capability can be deployed.

The HERALD transport is characterised by its building block approach to
providing specialised event setvices within an application. Client modules, Source modnles,
Sederator modules, event repositories, brokers, composite event engines and action infection interfaces
can be seamlessly brought together by an application writer to provide a vatiety of
specialised mediator components. Throughout, a comprehensive event registration
service with a variety of registration policies provides for propagation of event
information as defined by the event model desctibed.

The registration policies supported by HERALD event soutces provide clients with
a means to apply several constraints on how events are notified to them. While this
feature-set enables an event source to provide a comprehensive setvice to its clients,
an application writer can choose to disable several aspects of it. This allows event
soutces to be used on platforms where memory, disk, and processor cycles are at a
premium, The reflective nature of the interface that ties together clients and sources
ensures that components can accommodate discovety of setrvice availability and
dynamic change.

Since both event sources and clients can embed event stores, event histories can
be collected at various points within a disttibuted system. By directly enabling
components to query each other with regards to their event histories, and to request
retrieval of past events and event replays, HERALD provides the same level of access
to event histories as to live notification. This is a novel conttibution for a genetic
event transport.

8.3 An interface for retrieval and replay of
event information

An event history represents many things in many applications. It can reptresent a
history of interaction between cooperative applications, a trace of low-level system
events, a sequence of stock prices, a listing of telephone calls from a telephone
exchange, or a detailed record of a user’s interaction with other usets and with
his/her digital environment. Chapter 2 gave further examples that indicate the
breadth of domains where a history has uses. Each of these scenatios suppotts a
number of applications, and within each, there are different requitements as to how
an event history might need to be queried and analysed.

What underlies these applications’ quety requitements, howevet, is the singular
nature of the data they need to process. Event data diffets from other datasets in that
it is ordered primarily by time, and analysis of it tends to revolve around looking at
sequences and content over time rather than over relations.

Designing an interface language that addresses these diverse requitements is a
challenge that is hard to meet, and this investigation has attempted to provide one
that makes expressing such querying more straightforward that with conventional
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query languages. TEQL implicitly supports the notion that an event history is a
sequence of data that is ordered by time and is likely to be quetied ptimarily
according to this property. It also provides the groundwork over which advanced
event history analysis can be defined.

The important features of TEQL are as follows:

o Programming flexibilizy,
Queries can be embedded through command requests that can be programmed
within applications of the repository. While a query language provides more
querying power than can be provided through a fixed application-programming-
interface, the ability to embed queties within program code increases the range
of uses of the interface.

o Intuitive contructs,
The new constructs provided have been carefully selected to reflect their
meaning, Although this does not come close to the clatity of a natural language,
it allows one to express queties that would have been cryptic at best if expressed
in conventional database query languages.

o Conventional querying capability,
Specialised query languages frequently suffer from being very good at addressing
niche queries but unsuitable at general-purpose conventional querying. By
defining TEQL as a superset of OQL, event data can be accessed as with any
ODMG-compliant database management system. In addition, new users of the
language can rapidly learn to use it as it only requires a minor shift of thinking
about the data to devise queties.

o Dype-independence and semantic context,
TEQL allows queries to be defined in temporal entities rather than specific
relational structures or typed objects. This implicitly abstracts away the type of an
event, and allows a user to reason over the entire range of events within an event
history. Sessions enable a user to apply a context around related events, and
derived sessions allow one to selectively generate views of the event data in terms
of their semantics rather than their structure.

o Composition of events and derivation of abstract representation,

Multiple instances of patterns of sequential, although not necessatily contiguous,
event occurrences can be located, and turned into composite events. This pattern
recognition function allows one to reduce the granularity of the event
information. In order to represent activities that last for an amount of time,
intervals can be extracted from these composite events, as well as from primitive
events and from real time values. The result sets of several queties, that may
contain selected primitive events, composite events and intervals, can be joined to
create a new derived view of the original event history that reflects some
application-specific higher-level interpretation. These detived views can be made
persistent, queried on themselves, and propagated to remote event repositories.
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o A formalism for temporal entities,
A temporal formalism is defined that clearly lays out the nature of events,
timepoints, intervals, and timelines. It also provides meaningful definitions for
ordering between all these temporal entities.

o Temporal relationships between events, real-time, date and calendar entities.

Finally, TEQL directly endorses the model of real time as the desirable
tepresentation of global time. This controversial apptroach is required within
emerging loosely coupled architectures of dynamic nature, and is justified by a
number of studies [Die96]. This is reflected in the fact that TEQL maps
timestamps to values of real time, and provides constructs that enable users to
directly relate events to relative intervals of real time, and with respect to real
time absolute values like time, dates, and calendar entities.

The retrieval performance of the prototype implementation of TEQL has not
been empirically evaluated since a study into algorithms for efficient temporal query
evaluation and optimisation was beyond the scope of this document. This is a strong
line for further research. Several aspects of the language indicate that there is scope
for optimisation of quety evaluation, and any thorough treatment might suggest a
revised storage and indexing structure. It is an open issue how to balance this
tetrieval performance against rapid storage. Using optional off-line generated indices
or persistent views [JMS95] within certain tepositoties appeats to be a promising
approach. Seshadri et al. [SLR94] suggest ways of optimising queries over ordered
sequences that are similar to temporally ordered event data. Although they assume
that a full sequence is available at all times, their algorithms are open to modification
for supporting segments of complete event data instead.

TEQL also allows partial match queries to be cartied out through its template
matching constructs. Partial matches are difficult to optimise in any database,
particulatly because even if an index were available for each event attribute, access
would still be far from optimal. Cutrent approaches suggest that multi-dimensional
index structures, like the R-tree [Gut84] and the mote optimal R*-tree [BKSS90],
yield the best performance for access of this kind. However, whether creating an R-
tree for each event type is the best approach for optimised template matching within
the event repository is a tesearch issue. In particular, what might reduce the
effectiveness of such an index is the fact that queties in TEQL are usually restricted to
a sequence of events rather than across the whole database. Although this supports
partitioning of the data into smaller more manageable chunks for query evaluation, it
can render an expensive global indexing effort redundant. Therefore, an R-tree that
indexes the whole data set might not be that useful. This suggests that arbitrarily
dividing the event data into temporal segments, and providing an R-tree for each
segment might be a better compromise. Queries that range over more than one
temporal segment would then have to access all the R-trees of the segments involved
and merge the result-set.

TEQL could be further enhanced to allow users to define their own calendar with
its calendar entities (I-Tzmes). This would require a formalism for specifying I-Times
such as that proposed by [Ter97].
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In conclusion, an exciting atea for future research consists of investigating the
possibility that an Al-detived language could be mapped onto TEQL or a revised
version of it. These languages come much closer to natural language expressiveness
that any database query language available.

8.4 A storage service

The structuted design proposed for an event repository balances the desire to
provide a genetic storage solution against the unavoidable breadth of integration
requirements presented by applications.

Applications that tequire the use of an event store bring with them constraints
on storage and processing power. They also differ in how they are to interface with
the event tepositoty, and often require dedicated services that are particular to their
function and usage of event histoties. For this reason, the repository atchitecture is
functionally divided into what are termed into a repository server component and a
repositoty client component. While the server component of the architecture is kept
as genetic as possible to provide a cote set of functionality, repository clients can be
tailored to be highly specific to an application. The actual storage and retrieval
functionality of the event repository is supplied by the repository setver.

A number of tepository clients can intetface with a repository server. The latter
is composed of a number of modules that provide storage and retrieval services, and
some of them can be disabled if required to reduce resource requirements. Likewise,
the client-side component libraties provide for customisable features like timestamp
mapping, data model translation, and sliding event observation windows that can be
enabled only if requited. While any customisation of the server reflects on all its
applications, client specialisation applies only for its application.

The custom storage subsystem makes away with unnecessary conventional
database overhead and applies techniques developed in database transaction log
keeping and event tracing within distributed debugging systems. The log-based
solution provides for very fast storage of incoming event streams, and organises
event data by its type and temporal order. The only performance compromise made
is in teal-time generation of session indices and duplexing of log pages. An index of
the temporal intetvals tepresented by log pages is also retained by the Log Manager,
aiding retrieval queries based on temporal separations and values of real time.

In otder to evaluate the raw writing petformance of the prototype log-based
stotage system a number of trials wete run. The test environment used consisted of
a repository client and repository server co-located on one machine, with the client
generating events and depositing them into the store. The machine was an Intel
Pentium-II 450Mhz machine with 256Mb RAM, 14GB of EIDE (Mode 4) hard-
drive storage running Redhat Linux 5.2. Events were deposited both through TEQL
queties and directly through the stream connection. Ten thousand events were
deposited by the client, and the total time this operation took was used to work out
the average time requited to deposit an event. The result is shown in Table 8.1.
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Time to parse deposit query 100s

Average time to insert 20byte event 264us

Average time to insert 1K event 600s
Table 8.1

Performance figures for the Event Repository

Average time to insert 20byte event 35ms

Average time to insert 1K event 45ms
Table 8.2

Performance figures for Microsoft Access 97

For the purpose of a comparative evaluation, the same data event data was also
stored into a popular and widely deployed database, Mictosoft Access 97. Access
was running on a Windows NT machine of identical specification. The event data
was submitted through the database’s ODBC access interface. These results are
shown in Table 8.2.

Packaging a query, passing it over a local socket, parsing it, and returning an
acknowledgement, adds around 1004 to the deposit of each event.

This overhead is reduced when events are streamed in ditectly, since it need only
be set up once at the beginning of the event input streaming, In this case, the above
results indicate that on this platform the repository could capture around 4000 events
of size 20bytes (this being normal size for most events) per second before the
storage thread starts running out of bandwidth. It was not possible to isolate the
effects of any wtite-caching that might have been applied by the opetating system ot
disk controllet, so this result might be artificially good, and might not be applicable
over very long periods of time.

During this measurement, incoming event buffering and queuing wete disabled.
With this enabled as per normal operation, the queue would be increased dynamically
to buffer events should disk bandwidth starvation occur. This illustrates that the log-
based storage structure delivers the crucial high-speed event deposit petformance.
Furthermore, it is vastly more efficient at this than the Access database.

Finally, the Histoty Propagation Engine provides an application with several
options on how to capture and retain its event histoties. It can choose to teduce
network bandwidth by retaining events locally, and only forwarding histories at
periodic intervals. This also enables one to addtess the issue of unsynchronised
network clocks by merging local event traces at one centralised location in otrder to
provide a globally ordered history. Application components can also utilise cut-down
event repositoties on platforms with scarce resources since they can rely on later
being able to propagate the captured histories to a more potent temote event
repository.

In conclusion, the generic repository architectute addresses the main issues of
flexibility in the face of different application requitements. The ptototype
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8.4 A storage service

implementation indicates that the proposed design delivers appropriate event storage
petformance.
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Chapter 9

Conclusion

The future of distributed systems lies in dynamic open infrastructures where
applications ate composed of loosely coupled independent components. These
dynamically join or leave a distributed computation, and dynamically discover
information about each other and each other’s capabilities. This dissertation has
argued that the lack of a generic model for event representation and notification has
restricted the development of these systems by restricting interoperability and
scalability. Furthermote, in order to empowet existing applications and enable novel
solutions, a crucial service within event-driven systems is capture, petsistent storage,
and meaningful retrieval of the event information driving these systems.

This dissertation has addressed these issues by contributing:

e 2 generic and flexible model for representing event types, that allows reasoning
on genetic events without being restricted to the scope of the application that
generated or used the events,

e an infrastructure that provides event notification and capture of events at various
conceptual locations within a distributed application,

® an event storage architecture, which can be customised to meet the individual
petformance and functional criteria of different applications,

e an interface for retrieval and replay of event information that supports the
notion that event information is temporally otdered, and provides for query
constructs that emphasise this property.

The design proposed was verified through a working implementation and deployed
in a number of application scenarios. These novel applications required state-of-the-
att support that cannot be provided by any other middleware infrastructure.
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