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Abstract

People express their mental states all the time, even when interacting with machines.
These mental states shape the decisions that we make, govern how we communicate
with others, and affect our performance. The ability to attribute mental states to others
from their behaviour, and to use that knowledge to guide one’s own actions and predict
those of others is known as theory of mind or mind-reading.

The principal contribution of this dissertation is the real time inference of a wide range
of mental states from head and facial displays in a video stream. In particular, the
focus is on the inference of complex mental states: the affective and cognitive states
of mind that are not part of the set of basic emotions. The automated mental state
inference system is inspired by and draws on the fundamental role of mind-reading in
communication and decision-making.

The dissertation describes the design, implementation and validation of a computational
model of mind-reading. The design is based on the results of a number of experiments
that T have undertaken to analyse the facial signals and dynamics of complex mental
states. The resulting model is a multi-level probabilistic graphical model that repre-
sents the facial events in a raw video stream at different levels of spatial and temporal
abstraction. Dynamic Bayesian Networks model observable head and facial displays,
and corresponding hidden mental states over time.

The automated mind-reading system implements the model by combining top-down
predictions of mental state models with bottom-up vision-based processing of the face.
To support intelligent human-computer interaction, the system meets three important
criteria. These are: full automation so that no manual preprocessing or segmentation
is required, real time execution, and the categorization of mental states early enough
after their onset to ensure that the resulting knowledge is current and useful.

The system is evaluated in terms of recognition accuracy, generalization and real time
performance for six broad classes of complex mental states—agreeing, concentrating,
disagreeing, interested, thinking and unsure, on two different corpora. The system
successfully classifies and generalizes to new examples of these classes with an accuracy
and speed that are comparable to that of human recognition.

The research I present here significantly advances the nascent ability of machines to
infer cognitive-affective mental states in real time from nonverbal expressions of people.
By developing a real time system for the inference of a wide range of mental states
beyond the basic emotions, I have widened the scope of human-computer interaction
scenarios in which this technology can be integrated. This is an important step towards
building socially and emotionally intelligent machines.
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Chapter 1

Introduction

1.1 Motivation

Mind-reading or theory of mind is the terminology used in psychology to describe peo-
ple’s ability to attribute mental states to others from their behaviour, and to use that
knowledge to guide one’s own actions and predict those of others [PW78, BRF96,
BRW199]. It is not, as the word is often used in colloquial English, a mystical form
of telepathy or thought reading. The mental states that people can express and at-
tribute to each other include affective states or emotions, cognitive states, intentions,
beliefs and desires. An essential component of social intelligence, mind-reading enables
us to determine the communicative intent of an interaction, take account of others’ in-
terests in conversation, empathize with the emotions of other people and persuade them
to change their beliefs and actions. The majority of people mind-read all the time, ef-
fortlessly and mostly subconsciously. Those who lack the ability to do so, such as people
diagnosed with Autism Spectrum Disorders, have difficulties operating in the complex
social world in which we live and are sometimes referred to as mind-blind.

Besides social competence, mind-reading has a central role in the processes underlying
decision-making, perception and memory. Recent findings in neuroscience show that
emotions regulate and bias these processes in a way that contributes positively to
intelligent functioning. In decision-making, our own intentions, the social context and
our appraisal of other people’s mental states all affect the choices we make everyday.
Indeed, the lack of emotional aptitude in people who have had traumatic brain injuries
results in impaired reasoning. Consequently, there is an emerging consensus that
emotions should be embedded within models of human reasoning.

Despite these important functions of mind-reading, existing human-computer interfaces
are mostly mind-blind. They are oblivious to the mental states of their users, fail to rea-
son about their actions and fail to take into account what they seem to know or not know.
Such interfaces have no awareness of the user’s attention, no concept of interruption and
lack the ability to adapt to new circumstances or understand the context of their use.
As Matthew Turk notes [Tur05], a computer may wait indefinitely for input from a user
who is no longer there or decide to do irrelevant, computationally intensive tasks while
a user is frantically working on a fast approaching deadline. Existing human-computer
interfaces rarely take the initiative and lack persuasive power. They are mostly limited
to a command and control interaction paradigm.
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This interaction paradigm is especially restrictive as human-computer interaction (HCI)
becomes more complex and new forms of computing emerge. Computing is no longer lim-
ited to a desktop setup and it is certainly no longer something people do at specific times
during the day. Instead, computing is becoming ubiquitous, extending to mobile, embed-
ded and wearable devices that are used by people in different interaction scenarios to
perform a wide range of tasks. To utilize the full potential of these new technologies,
user-aware interfaces that complement existing interaction methods are needed.

People have mental states all the time, even when interacting with a computer. These
mental states can be affective, as in expressions of emotions, or cognitive as in revealing
mental processes. Both shape the decisions we make and affect our performance. The
ubiquity of computers, along with the fundamental role of mind-reading in communi-
cation and in decision-making combine to provide the motivation for this dissertation:
building Mind-Reading Machines. 1 define these computing technologies as ones that
are aware of the user’s state of mind and that adapt their responses accordingly. Their
goal is to enhance human-computer interaction through empathic responses, to improve
the productivity of the user and to enable applications to initiate interactions with and
on behalf of the user, without waiting for explicit input from that user.

The general notion of Mind-Reading Machines, and the specific research presented
throughout this dissertation, is inspired by Rosalind W. Picard’s vision and pioneer-
ing research on affective computing, a relatively new field of computing that relates
to, arises from, or deliberately influences emotions [Pic97]. Since the inception of
this field almost a decade ago, a number of researchers have charged ahead with
building machines that have affective abilities. The expression-glasses [SFP99], psy-
chophysiological measures such as skin conductance, heart rate and blood volume
pulse [PS01, SFKP02, WS04], the pressure mouse [QP02] and automated facial expres-
sion analysis [PR03] are different approaches to the detection of emotion from nonverbal
cues. In addition, several applications that adapt their responses based on the emo-
tional state of the user have been proposed. These include affective learning [PPB*05],
the learning companion [KRPO01], computers that detect and respond to user frustra-
tion [KMPO00], educational games [Con02, CGV02], telemedicine [LNL*03], social robots
[BAO2, BA03, LBF™04b, FND03, Sca01], rehabilitation technologies [Dau01b, Dau0la,
DB02, PCC'03] and embodied conversational agents [CT99, GSVT03]. In the auto-
mobile industry, the automated inference of driver vigilance from facial expressions is
gaining a lot of research attention [GJ04, JY02] and commercial interest [EHHT04].
Other researchers are concerned with studying the extent to which human-computer
interaction is social [NM00, RN96] and would benefit from affective feedback and inter-
ventions [AS02, PS04]. Despite this significant progress, the vision of an automated,
robust, affect-aware system remains elusive. The reasons why this remains a challeng-
ing endeavour and the aims of this dissertation are discussed in the following section.

1.2 Aims and challenges

Consciously or subconsciously, people employ a variety of nonverbal cues, such as vocal
nuances, posture and facial expressions to communicate their emotions and mental
states. The automated recognition of these cues is an open research problem, making
the development of a comprehensive mind-reading machine an ambitious undertaking.
This dissertation addresses the problem of detecting and recognizing people’s mental
states from head gestures and facial expressions.

The human face possesses excellent expressive ability and provides one of the most
powerful, versatile and natural means of communicating a wide range of mental states.
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Facial expressions communicate feelings, behavioural intentions, show empathy and
acknowledge the actions of other people [EF69]. The possibility of enabling human-
computer interfaces to recognize and make use of the information conferred by facial
expressions has hence gained significant research interest over the last few years. This
has given rise to a number of automated systems that recognize facial expressions in
images or video.

The starting point of this thesis is the observation that existing automated facial ex-
pression analysis systems are concerned with either one of two problems. The first is
the problem of facial action analysis or identifying the basic units of facial activity such
as an eyebrow raise. This is essentially a perceptual task, which is a necessary but in-
sufficient component of mind-reading. The second problem is that of the recognition of
basic emotions—happy, sad, angry, disgusted, afraid, surprised.

Recognizing the basic emotions from facial expressions is of limited utility in under-
standing the user’s cognitive state of mind and intentions. These cognitive states and
intentions are more relevant and frequent in an HCI context where the user is typically
performing some task. For example, even though mild forms of fear of computers are
common among inexperienced users or learners (fear is a basic emotion), they are less
frequent in an HCI context than cognitive mental states like thinking or concentrating.
The result is that the application of automated facial expression analysis to human-
computer interaction is limited to primitive scenarios where the system responds with
simple positive or negative reactions depending on which basic emotion the user is in.

The range of mental states that people express and identify extends beyond the classic
basic emotions, to include a range of affective and cognitive mental states which are
collectively referred to as complex mental states. These states encompass many affective
and cognitive states of mind, such as agreeing, confused, disagreeing, interested and
thinking. To the best of my knowledge, the analysis of complex mental states has
received almost no attention compared to the automated recognition of basic emotions.
The aims of this dissertation are twofold:

1. Advance the nascent ability of machines to infer complex mental states from a
video stream of facial expressions of people. Recognizing complex mental states
widens the scope of applications in which automated facial expressions analysis
can be integrated, since these mental states are indicators of the user’s goals and
intentions. Hence, the automated inference of complex mental states serves as an
important step towards building socially and emotionally intelligent machines that
improve task performance and goal achievement.

2. Develop a working prototype of an automated mental state inference system that is
specifically designed for intelligent HCI. To be useful in an HCI context this system
needs to execute in real time, require no user intervention in segmentation or other
forms of manual pre-processing, should be user independent, and should support
natural rigid head motion.

The automated inference of complex mental states from observed behaviour in the
face involves a number of challenges. Mental state inference involves a great deal of
uncertainty since a person’s mental state is hidden from the observer, and can only
be inferred indirectly by analyzing the behaviour of that person. In addition, the
automated analysis of the face in video is an open machine-vision problem that is
the concern of many research groups around the world. These challenges are further
accentuated by the lack of knowledge about the facial expressions of complex mental
states; there is no “code-book” that describes how facial expressions are mapped into
corresponding mental states.
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1.3 Dissertation overview

This dissertation describes a computational model of mind-reading as a novel frame-
work for machine perception and social-emotional intelligence. The design of the com-
putational model of mind-reading uses the results of several studies that I have un-
dertaken to investigate the facial signals and dynamics of complex mental states. The
model is a multi-level probabilistic graphical network that represents face-based events
in a raw video stream at different levels of spatial and temporal abstraction. The im-
plementation of the model combines top-down predictions of mental state models with
bottom-up vision-based processing of the face. The implementation is validated against
a number of desirable properties for intelligent machine interaction.

The remainder of this dissertation describes the application of state-of-the-art computer
vision and machine learning methods in the design, implementation and validation of a
computational model of mind-reading to infer complex mental states in real time:

Chapter 2: Background

The research described in this dissertation draws inspiration from several disci-
plines. This chapter presents the different theories on how humans perceive and
interpret mental and emotional states of others, surveys the research done on how
to enable computers to mimic some of these functions, and highlights the shortcom-
ings of this work in dealing with mental states other than the basic emotions.

* Chapter 3: Facial Expressions of Complex Mental States

The two corpora of complex mental states used throughout this dissertation are
introduced here. The chapter then reports the results of two studies that investigate
the facial expressions and dynamics of complex mental states. It concludes with the
implications of the findings for the design of a computational model of mind-reading.

* Chapter 4: Framework for Mental State Recognition

This chapter begins by describing the computational model of mind-reading and
presents an overview of the automated mind-reading system that is based on it.
The chapter concludes by discussing the advantages and disadvantages of using
this approach.

* Chapter 5: Extraction of Head and Facial Actions

This is the first of three chapters that discuss, one level at a time, the implementa-
tion of the automated mind-reading system. This chapter presents the extraction of
basic spatial and motion characteristics of the face.

* Chapter 6: Recognition of Head and Facial Displays

In this chapter, consecutive actions are analysed spatio-temporally using
Hidden Markov Models to recognize high-level head and facial displays. The
experimental evaluation demonstrates the reliable, real time recognition of
displays sampled from a wide range of mental states.

® Chapter 7: Inference of Complex Mental States

This chapter describes the inference of complex mental states from head and facial
displays in video. The Dynamic Bayesian Networks of complex mental states, the
mechanisms for parameter and structure learning and the inference framework are
presented. A post-hoc analysis of the resulting models yields an insight into the
relevance of head and facial signals in discriminating complex mental states.
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¢ Chapter 8: Experimental Evaluation

The performance of the automated mind-reading system is evaluated for six groups
of complex mental states in terms of accuracy, generalization and speed. These
groups are agreeing, concentrating, disagreeing, interested, thinking and unsure.

* Chapter 9: Conclusion

This chapter highlights the work presented here and its major contributions. It
concludes the dissertation with directions for future research.
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Chapter 2
Background

The research described in this dissertation draws inspiration from several disciplines.
In this chapter, I present the different theories on how humans perceive and interpret
mental and emotional states of others, and survey the previous research done on how
to enable computers to mimic some of these functions. I first present this literature for
the basic emotions, which have received most of the attention to date, and then explore
the research that considers other mental states. I conclude the chapter by highlighting
the shortcomings of automated facial analysis systems in dealing with a wide range of
mental states.

2.1 Mind-reading

Mind-reading, theory of mind, or mentalizing, refers to the set of representational
abilities that allow one to make inferences about others’ mental states [PW78, Wel90,
BC92, O’C98, Whi91]. In colloquial English, mind-reading is the act of “discerning,
or appearing to discern, the thoughts of another person” or “guessing or knowing by
intuition what somebody is thinking” [Hor87]. Following the works of Baron-Cohen
et al. [Bar94, Bar95] and others such as Realo et al. [RANT03], this dissertation uses
mind-reading in a scientific sense to denote the set of abilities that allow a person to
infer others’ mental states from nonverbal cues and observed behaviour.

From the point of view of an observer who mind-reads, the input is an array of obser-
vations, such as visual, auditory and even tactile stimuli, as well as context cues; the
output is a set of mental states that are attributed to others [Cru98]. The types of men-
tal states that people exhibit and attribute to each other include emotions, cognitive
states, intentions, beliefs, desires and focus of attention. Mind-reading is often referred
to in the developmental psychology literature as a specific faculty, separable from more
general cognitive abilities such as general intelligence and executive function.

Interest in the functions and mechanisms of this ability has become a central and
compelling question for cognitive scientists in recent years. Since Premack and
Woodruff [PW78] and Dennett [Den89] first stimulated the interest of cognitive
scientists in mind-reading, numerous tasks, methods and theories have accumulated in
the literature on this topic. Developmental and experimental studies, as in Goldman
and Sirpada [GS05], investigate theoretical models of how people mind-read. Other
studies examine the neural basis of mind-reading using brain-imaging technologies like
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functional Magnetic Resonance Imaging. Examples include the studies by Baron-cohen
et al. [BRW'99], Fletcher et al. [FHFT95] and Gallagher et al. [GHB'00]. The findings
from the two classes of studies contribute to our understanding of how the cognitive
skills that enable high-level social cognition are organized in the human brain, and
the role they play in everyday functioning. These findings also form the basis for the
computational model of mind-reading in Chapter 4.

2.1.1 The functions of mind-reading

While subtle and somewhat elusive, mind-reading is fundamental to the social func-
tions we take for granted. It is an important component of a broader set of abilities
referred to as social intelligence [BRW'99]. Through mind-reading we are able to make
sense of other people’s behaviour and predict their future actions [Den89, MF91, Mel04].
It also allows us to communicate effectively with other people [BBLM86, HBCH99,
Tro89]. In addition, mind-reading has been described as a cognitive component of empa-
thy [BWLT02, HPB98]. A good empathizer can immediately sense when an emotional
change has occurred in someone, what the causes of this change might be, and what
might make this person feel better. Mind-reading is also a powerful tool in persuasion
and negotiation [HBCH99]: by realizing that people’s thoughts and beliefs are shaped
by the information to which they are exposed, it is possible to persuade them to change
what they know or how they think.

Mind-reading is also a key component of other processes such as perception, learning,
attention, memory and decision-making [BDDO0O, Bec04, Dam94, Ise00, LeD96, MHO5,
SM90]. In their studies, LeDoux [LeD96], Damasio [Dam94] and Adolphs [Ado02] un-
cover the parts of the brain that are responsible for higher order processing of emotion.
These studies and others, like that by Purves [PAF*01], have shown that these brain
areas are interconnected to other brain structures that are involved in the selection
and initiation of future behaviour. These findings emphasize the interplay of emotion
and cognition, and have led to a new understanding of the human brain, in which it is
no longer considered as a purely cognitive information processing system; instead it is
seen as a system in which affective and cognitive functions are inextricably integrated
with one another [Sch00]. The implications for user-modelling in human-computer in-
teraction (HCI) are clear: an accurate model of the user would have to incorporate the
affective as well as the cognitive processes that drive the user’s reasoning and actions.

2.1.2 Mind-blindness

The ability to mind-read has been shown to develop during childhood. From as early
as 18-30 months, children refer to a range of mental states including emotions, de-
sires, beliefs, thoughts, dreams and pretence [HBCH99]. By the age of five, most chil-
dren can attribute many mental states to other people, and use them to predict—even
manipulate—these people’s actions [PWS02, Wel90, Whi91].

The lack of, or impairment in, the ability to reason about mental states is referred to
as mind-blindness [Bar95, Bar(01, F1i00]. Mind-blindness is thought to be the primary
inhibitor of social and emotional intelligence in people with Autism Spectrum Disor-
ders (ASD) [BLF85, Bar95, Fri89b, Fri89a, Bar01]. Autism is a spectrum of neuro-
developmental conditions that is characterized by abnormalities in a triad of domains:
social functioning, communication and repetitive behaviour/obsessive interests [Ass94].
The implications of being mind-blind include the inability to gauge the interest of oth-
ers in conversation [FHF™95], withdrawal from social contact [HMCO01], insensitivity
to social cues, indifference to others’ opinions and inappropriate nonverbal communica-
tion [HBCH99].
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2.1.3 Mind-reading mechanisms

Mind-reading involves two components that originate in different parts of the brain
and develop at distinctive ages. These components may be impaired selectively across
different populations of people [BWH'01, Sab04, TFS00].

The first component encompasses the social-perceptual component of mind-reading
[TFS00], which involves detecting or decoding others’ mental states based on imme-
diately available, observable information. For example, one could attribute the men-
tal state confused to a person given their facial expressions and/or tone of voice. As
its name implies, this component involves perceptual, or bottom-up processing of fa-
cial or other stimuli. It also involves cognitive abilities, or top-down processing of ab-
stract models that depict how people’s behaviour generally map to corresponding mental
states [CO00, PAO3].

The second component is the social-cognitive component of mind-reading. This in-
volves reasoning about mental states with the goal of explaining or predicting a person’s
actions. Examples include distinguishing jokes from lies, or predicting peoples’ behav-
iour on the basis of false beliefs. False belief tasks test a person’s understanding that
other people’s thoughts can be different from one another and from reality, and are the
prototypical measure of the social-cognitive aspect of mind-reading [FriO1].

It is important to note that both the social-perceptual and the social-cognitive compo-
nents of mind-reading are inherently uncertain—we are never 100% sure of a person’s
mental state. A person’s mental state (John is thinking), and its content (what John
is thinking about) are not directly available to an observer; instead they are inferred
from observable behaviour and contextual information with varying degrees of certainty.
Moreover, people often have expressions that reflect emotions or mental states that are
different than their true feelings or thoughts. The discrepancy between expressed and
true feelings, such as in lying and deception, can sometimes be identified from fleeting,
subtle micro-expressions [Ekm92b]. The problem of identifying deception from facial
expressions is beyond the scope of this dissertation.

2.2 Reading the mind in the face

The research presented throughout this dissertation can be described as an attempt to
automate the first of the two components of mind-reading. To gain a better understand-
ing of this component, I review the various tasks that have been devised to tap into
social-perceptual understanding in people. These tasks test people’s ability to recognize
intentional, emotional or other person-related information such as personality traits,
given perceptual stimuli like vocal expression [RBCWO02], actions [PWS02] and facial
expressions. Out of these cues, facial expressions have received the most attention.

Facial expressions are an important channel of nonverbal communication. They com-
municate a wide range of mental states, such as those in Figure 2.1, which shows the
promotional material of actress Florence Lawrence (1890-1938). Besides conveying emo-
tions, facial expressions act as social signals that enhance conversations and regulate
turn-taking [EF78]. A face is comprised of permanent facial features that we perceive
as components of the face such as the mouth, eyes and eyebrows, and transient features
such as wrinkles and furrows. Facial muscles drive the motion and appearance of per-
manent facial features and produce transient wrinkles and furrows that we perceive
as facial expressions. Head orientation, head gestures and eye gaze have also been ac-
knowledged as significant cues in social-perceptual understanding. For example, Haidt
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Figure 2.1: Facial expressions communicate a wide range of mental states. The top four poses are
labelled (from left to right) as: Piety, Concentration, Hilarity and Coquetry. The bottom four (from left
to right): Horror, Mirth, Determination and Sadness. The picture shows the promotional material for
actress Florence Lawrence who worked for the Biograph Company and was known as “The Biograph
Girl”. For a while in 1909 she was making two films each week. This picture was taken from A
Pictorial History of the Silent Screen [Blu53].
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et al. [HK99] show that gaze aversion, a controlled smile and a head turn are signals of
embarrassment. Langton et al. [LWBO00] emphasize the role of head orientation and eye
gaze as an indicator of the focus of attention.

2.2.1 The basic emotions

In 1971, Ekman and Friesan [EF71] demonstrated the universal recognition of six
emotions from the face in a number of cultures. The six emotions— happiness, sadness,
anger, fear, surprise and disgust—became known as the basic emotions. The facial
expressions associated with these basic emotions have almost dominated the study of
facial expressions for the past forty years. These six emotions are viewed as dedicated
neural circuits that facilitate adaptive responses to the opportunities and threats faced
by a creature. For example, the feeling of fear leads to flight, while that of anger leads
to fight [Ekm92a, Ekm94, TC90]. In addition to their universality, these emotions are
also recognized by very young normally developing children [Wal82, Wel90]. Since it
was first proposed, the theory of basic emotions has become one of the most prevalent
theories of emotion. Advocates of this “emotions view” of the face share the belief in the
centrality of emotions in explaining facial movements.

Despite its prevalence, the theory of basic emotions is quite controversial. To begin
with, the criteria of what constitutes a basic emotion is under debate!. In Ekman’s
model, the universality of an emotion decides whether or not it is considered basic. The
problem with this criterion is that some emotions are not considered basic by virtue that
their universality has never been tested. For instance, Baron-Cohen et al. [BRF96]
show that emotions that are conventionally thought of as complex such as guilt and
scheming are recognized cross-culturally in cultures as diverse as Japan, Spain and the
UK, implying that they may be eligible to join the list of basic emotions.

Other researchers argue that universality should not be the criterion used to judge
whether or not an emotion is basic. For example, Fridja et al. [FKtS89] propose that
action readiness should be used to decide if an emotion is basic. The corresponding set
of basic emotions consists of desire, happiness, interest, surprise, wonder and sorrow.
There is also controversy over the mere notion of a set of basic emotions. This is because
a taxonomy of emotions that categorizes only a few emotions as basic, and all other
emotions as complex, masks the differences in meaning and in form among these non-
basic emotions [BGW'04]. A number of emotion taxonomies have been presented that
include many categories as opposed to just two. For example, Johnson-Laird and Oatley
[JLO8Y] list seven classes of emotions, which are causative, relational, generic, basic,
complex, goal, and caused emotions.

2.2.2 Performance

The ability with which people recognize the facial expressions of basic emotions has been
the focus of a large number of psychological studies, complemented more recently by a
wealth of studies in neuroscience that use brain mapping and neuroimaging technolo-
gies. These studies often report the accuracy with which a human population correctly
recognize emotions in facial stimuli; they predict how the findings generalize to real
world stimuli; and they analyse the speed with which the brain processes the stimuli.

'As a matter of fact, there is no singular or even preferred definition of emotion. A discussion of
contending definitions of what is an emotion is outside the scope of this dissertation. Interested readers
are referred to Cabanac [Cab02] for a recent survey of alternative definitions.
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Figure 2.2: Facial expressions of the six basic emotions—happy, sad, afraid, angry, surprised and
disgusted—plus a neutral face. From Ekman and Friesen’s Pictures of Facial Affect (POFA) [EF76].

Together, these three criteria provide a good measure of people’s performance on facial
emotion recognition tasks.

To measure the accuracy of recognition, a group of subjects are shown a series of facial
stimuli; for each stimulus they are asked to pick an emotional label from a number
of choices that best matches what the face is conveying. Open-ended procedures in
which subjects are allowed to respond freely have also been used. However, they
are less common than forced-choice procedures. The facial stimuli are either static
or dynamic. Static stimuli consist of still images as in the Pictures of Facial Affect
(POFA) [EF76]. POFA contains 110 black and white photographs of 14 actors portraying
prototypic expressions that are reliably classified as happy, sad, afraid, angry, surprised,
or disgusted by naive observers. The expressions made by one of those actors are shown
in Figure 2.2.

Dynamic stimuli, as shown in Figure 2.3, typically consist of computer-generated
morphs between two emotion faces that start with a neutral face and end with a peak
emotion. Note how the motion is very controlled with no head motion at all. The recogni-
tion of basic emotions improves with dynamic stimuli because the information inherent
in facial motion is encoded. Examples of studies that have used dynamic stimuli include
Edwards [Edw98], Kamachi et al. [KBM101], Kilts et al. [KEG'03], Krumhuber and

Kappas [KK03] and Sato et al. [SKYT04].
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Figure 2.3: Example of dynamic stimuli. From Kamachi et al. [KBM*01].

The majority of children and adults recognize the facial expressions of basic emotions
highly accurately from stimuli of the whole face [EF86] and in stimuli consisting of
blends of two or more emotions [YRC*97]. Even individuals diagnosed on the high
end of the Autism Spectrum (High Functioning Autism or Apserger Syndrome) were, in
some cases, able to correctly identify the basic emotions [BWJ97, BWH ™01, Gro04].

While numerous studies have been repeated over the years with similar findings, it is
unclear whether they generalize to natural stimuli from real world scenarios. General-
ization is an issue because the stimulus used in lab settings differs substantially from
those people get exposed to in their everyday lives, and it is not necessarily easier to
recognize. To start with, the images or sequences used in almost all the studies under-
taken so far are posed, that is, the “actors” are asked to act the various emotions. Posed
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expressions have different configurations and dynamics compared to spontaneous ones
and are mediated by separate motor pathways [KEG'03, SCT03]. The stimuli used in
laboratory experiments, unlike that in the real world, are stripped out of context in or-
der to control the parameters in these studies. That is, only the face is made available
to the subjects of the study; other nonverbal cues and the social context in which the
facial expressions were made are not provided. Context has been shown to assist in-
terpretation of facial expressions [Wal91], so stripping the stimuli out of context adds
complexity to the recognition task.

Each stimulus is also carefully segmented so that there is a one-to-one mapping between
an emotion and the corresponding facial expression. A smile, for example, is always used
as the face of happiness. This oversimplifies the recognition task since in real-world
scenarios a smile may be common to different kinds of emotions, such as pride, as well
as to other psychological processes that are not distinctly emotions, such as in greeting
someone [Fri97, FGG97]. It is also possible that different people express the feeling of
happiness in different ways, or not at all [FKtS89]. The combination of these factors
make it hard to predict from existing studies alone, whether people perform better or
worse in real world scenarios. Further studies are needed to quantify people’s ability to
recognize emotions in natural stimuli.

The speed with which facial emotions are processed has been investigated using event-
related potentials (ERPs) [BT03, KSFVMO01]. ERPs are a series of positive and negative
voltage deflections in the ongoing electrical activity of the brain measured from scalp
electrodes. The ERPs are obtained by time-locking the recording of brain activity to
the onset of events such as viewing facial stimuli. ERPs have shown differences in
timing, amplitude and topographic layout of activation to different facial expressions.
The components that occur prior to 100 ms reflect information processing in the early
sensory pathway arising from rapid global processing of the facial stimuli. The compo-
nents that occur after 100 ms are referred to as long-latency ERP components. Of these
components, those that occur between 100 to 250 ms represent late sensory and early
perceptual processes. Components that occur after 250 ms are thought to reflect higher
level cognitive processes such as memory and language. The fact that humans process
facial stimuli at multiple levels of abstraction provides the basis for implementing the
computational model of mind-reading in Chapter 4 as a multi-level one.

2.2.3 The Facial Action Coding System

While the meaning communicated by some facial signal can be interpreted in differ-
ent ways, its description should be indisputable. In 1978, Ekman and Friesan [EF78]
published the Facial Action Coding System (FACS) as an attempt to unify how facial
movements are described. The system describes 44 unique action units (AUs) to corre-
spond to each independent motion of the face. For example, a lip corner pull is AU12.
It also includes several categories of head and eye positions and movements. Tables 2.1
and 2.2 illustrate the AUs coded in FACS and their descriptions. AUs can occur either
singly or in combination. When AUs occur in combination they may be additive, which
means that the resulting action does not change the appearance of the constituent AUs.
They can also be non-additive, in which case the appearance differs from that of the con-
stituent actions. Even though Ekman and Friesen [EFA80, EF86] proposed that specific
combinations of AUs represent prototypic expressions of emotion, emotion-labels are not
part of FACS; this coding system is purely descriptive and does not encode how facial
actions map into emotional or mental states.
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Table 2.1: The upper action units (AUs) in the Facial Action Coding System (FACS) [EF78]. From
Tian et al. [TKCO1].

‘-.H'HFH AU 2 AU 4 AU S
E}'L-‘:. l'rrm'v. and In ner portion of | Outer portion of Brows IuwuLd Upper eyelids
cheek are the brows is the brows is and drawn are raised.
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I ) - T
A EE LS AN DS
Checks are Lower eyelids Inner and outer Medial portion Brows lowered
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Brows are pulled | Brows and upper | Inner portion of Lower eyelids Brows, eyelids, |
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FACS enables the measurement and scoring of facial activity in an objective, reliable
and quantitative way. It can also be used to discriminate between subtle differences in
facial motion. For these reasons, it has become the leading method in measuring facial
behaviour. FACS-coding requires extensive training and is a labour intensive task. It
takes almost 100 hours of training to become a certified coder, and between one to three
hours of coding for every minute of video [DBH"99].

2.3 Automated facial expression recognition

The need for an objective and inexpensive facial action coding system has been a
key motivation for the development of automated Facial Expression Recognition (FER)
systems. Typically, an FER system is presented with images or video clips of a person’s
face or facial movement, and is required to produce a description of that person’s
facial expression and corresponding emotional state. Advances in real time machine
vision and machine learning methods, have produced a surge of interest in developing
FER systems for emotionally intelligent human-computer interfaces. This research is
supported by evidence that suggests that people regard computers as social agents with
whom “face-to-interface” interaction may be the most natural [RN96, NMO0O].

2.3.1 Intelligent human-computer interaction

For an FER system to be used effectively in an HCI context a number of conditions
need to be satisfied. Each of these conditions, presented below, has implications on
the choice of methods used to implement such a system. Table 2.3 summarizes these
characteristics:
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Table 2.2: The lower action units (AUs) in (FACS) [EF78]. From Tian et al. [TKCO1].

NEUTRAL

AU9

AU 10

AU 12

Lips relaxed

The infraorbital

The infraorbital

Lip corners are

The lips and the

and closed. triangle and triangle is pulled obliquely. | lower portion of
center of the pushed upwards. the nasolabial
upper lip are Upper lip is furrow are pulled
pulled upwards. raised. Causes pulled back
Nasal root wrinkling | angular bend in laterally. The
is present. shape of upper lip. mouth is
Nasal root wrinkle elongated.
is absent.
AUIS AU 17 AU 25 AU 26 AU 27

3

B

=

’

The corners of

The chin boss

=

Lips are relaxed | Lips are relaxed | Mouth stretched
the lips are is pushed and parted. and parted; open and the
pulled down. upwards. mandible is mandible pulled

lowered. downwards.
AU 23424 AU 9+17 AUY+25 AU9+17423+24

AUTO0+17

Lips tightened,
narrowed, and
pressed together.

AU 10+25

U 15+17

AU 10+15+17

G ==

£ . )

AU 12425

AU12+26

AU 17423424




30

CHAPTER 2. BACKGROUND

. Range of mental states: an FER system should reliably classify a wide range of

mental states that are communicated in the face. The more mental states a system
is able to recognize, the better its social intelligence skills, and the wider the scope
of HCI applications that can be integrated with this technology.

. Fully automated: it is imperative that all stages of an FER system not require

manual intervention. While many face processing methods exist, only a subset
work without the need for manual pre-processing.

. Real time: most user interfaces require real time responses from the computer for

feedback to the user, to execute commands immediately, or both [TK04]. In an HCI
context, a system is real time if, from the user’s perspective, it responds to an event
without a noticeable delay [MW93].

. Rigid head motion: ideally, an FER system would perform robust facial expres-

sion analysis in the presence of rigid head motion as well as other challenging con-
ditions such as non-frontal poses.

. Continuous and asynchronous expressions: facial expressions are continuous

and overlap each other. They may represent mental states that are also overlapping.
Carefully segmented sequences, that correspond to a single facial expression, and
that start with a neutral face, peak, then end with a neutral face, rarely occur
naturally. While overlapping, facial actions often co-occur asynchronously. The
FER system of choice needs to be able to process these overlapping, asynchronous
expressions.

. User-independent: an FER system should yield reliable results when presented

with new users without the need for retraining or calibration. New users are those
whose faces are not included in any of the examples used to train the system; no
retraining or calibration means that one can acquire the system, install it and it
would be immediately ready for use.

. Deals with occlusion of the face: occlusion occurs when a portion of the face

image is missing such as when hand gestures occlude parts of the face or facial
features, or when the face is momentarily lost. Humans are able to read facial
expressions even when part of the face is occluded.

. Neutral expression not required: Many FER systems rely on the availability of

a neutral expression to compare a facial expression to. Most systems also assume
that an expression starts and ends with a neutral face. As it is often the case that
a neutral face or neutral first frame is not available, developing a system that does
not have that limitation is important.

. Talking heads: Finally, natural communication involves speech in addition to

nonverbal cues. Typically the input is a continuous video sequence where the person
is talking and expressing his/her mental state too [Pet05].

In addition to satisfying the above requirements, there are several other factors that
add to the challenge of automatically analyzing facial expressions. First, there is the
complexity inherent in processing faces in video. This entails the automatic detection
and alignment of features in faces that vary in age, ethnicity, gender, facial hair and
occluding objects such as glasses. Furthermore, faces appear disparate because of
pose and lighting changes. Finally, cultural and inter-personal variation in emotional
expression adds to the complexity of the problem.
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Table 2.3: List of desired functions in automated facial analysis systems.

Criteria

Supports many mental states
Fully-automated

Real time

Deals with rigid head motion

Continuous and asynchronous expressions
User-independent

Deals with occlusion of the face

Neutral expression not required

Supports talking
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2.3.2 Automated recognition of basic emotions

The majority of systems that automate the analysis of facial expression are concerned
with the recognition of basic emotions and/or the automated recognition of facial actions.
Table 2.4 compares previous FER systems against the functions listed in the previous
section. Rows [1-5] describe early systems that were key to shaping the research in
this area; for detailed surveys of other early FER systems, the reader is referred to
Pantic and Rothkrantz [PR0Oa]. Rows [6—20] compare recent automated facial analysis
systems, many of which have not yet appeared in literature surveys.

Prevalent FER systems are discussed in the light of a real time emotion recognition
system for basic emotions that Philipp Michel worked on under my supervision for his
Computer Science Tripos Project Dissertation [Mic03], the final-year undergraduate
project at the Computer Laboratory, University of Cambridge. The work described
in his dissertation was published in Michel and el Kaliouby [MKO03b, MKO0O3a]. The
findings from this preliminary research have informed my approach to implementing an
automated mind-reading system. For comparison purposes, the bottom row of Table 2.4
shows the functions that are supported by the automated mind-reading system that I
have developed. The system is described throughout Chapters 4 to 7.

Implementation overview

An FER system typically consists of two components. The first component deals with the
extraction of facial features from still images or a video stream. Facial feature extraction
is a challenging problem because of intra-class variations that arise from factors such
as rigid head motion, differences in physiognomies and changes in recording conditions.
In addition, feature extraction methods need to be fully-automated and have to execute
in real time. The second component is the classification of a feature vector into one
of a possible set of emotion classes. Classifiers assign a class to the feature vector
by maximizing inter-class variation and minimizing intra-class differences. Within
this general framework of feature extraction and classification, different methods have
been applied. A comprehensive survey of these methods can be found in Fasel and
Leuttin [FLO3].

An FER system can be static or dynamic. Static approaches consider still images for
classification. Calder et al. [CBM'01] use principal component analysis to analyse facial
expressions in the still pictures of the POFA dataset [EF76]. In Fasel [Fas02b] facial
expressions are recognized in still images at multiple scales using a combination of
feature extractors in a convolutional neural network architecture. The system accounts
for in-plane head motion. The system presented by Pantic and Rothkrantz [PR00a] is
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Table 2.4: Comparison of automated facial expression recognition systems against desired functions
for HCI. Rows [1-5] are key early works; rows [6-20] are recent systems; row [21] is the system
described in this dissertation. Criteria [1-9] as listed in Table 2.3. The last column indicates if
FACS [EF78] is used to code facial actions. Legend: e fully supported functions; o semi-supported
functions; x it is unclear whether the function is supported; — function does not apply.

| # References 1 2 3 4 5 6 7 8 9]|FACS|
1 Black & Yacoob [BY97] ° .
2 Cohn et al. [CZLK98] X .
3 Donato [DBH™99] X o
4 Essa & Pentland [EP95] X
5 Yacoob & Davis [YD96] ° X
6 Bartlett et al. [BLFMO03] ° .
7 Calder et al. [CBM101] — X -
8 Chandrasiri et al. [CNHO01] o -
9 Cohen et al. [CSCT03a] .
10 Cohn et al. [Coh04] e o O e X X °
11 Fasel [Fas02b] - o -
12 Hoey [Hoe04] ° ° X °
13 Huet al. [HCFT04]
14 Kapoor et al. [KQP03] e O o o o O o .
15 Littlewort et al. [LBF+04a] o o .
16 Michel & El Kaliouby [MKO03b] ° o °
17 Pantic & Rothkrantz [PROODb] e — o© ° - .
18 Pardas et al. [PBL02] ° o
19 Tianet al. [TBHT03] e o o . . o
20 Zhang and Ji [ZJ03] e X e o O °
| 21 Automated mind-reading system [ e o o o o e o | e |

also a static one. Hybrid facial feature detection is performed on a 24-point, 2D face
model that is either in a frontal or a profile view. A rule-based system determines
the facial actions described by the features, and classifies these actions into weighted
emotion labels.

Static systems can be modified for use with video by invoking the classifiers on every
frame, or as permitted by the speed of the classifier. Chandrasiri et al. [CNHO01] use the
difference in low global frequency coefficient of a person’s facial expression and neutral
face to define one of three emotions—happy, sad, surprised. It is then possible to map an
unknown frame to one of the three emotions. The principal drawback of this method is
that it is user-dependent. The system in Bartlett et al. [BLB*03, BLFMO03] extracts
Gabor wavelets of the face, which are then presented to Support Vector Machines
(SVMs) for classification into one of the basic emotions. The SVMs are invoked on every
frame of the video stream.

Dynamic systems consider facial motion in the classification of facial expressions. In
the simplest case, the change over consecutive frames or the change with respect to a
neutral frame is used to determine the underlying expression. In Michel and el Kaliouby
[MKO03b, MKO03al, we use a fully-automated, real time facial feature tracker for feature
extraction [Fac02]. For each expression (Figure 2.4), a vector of feature displacements
is calculated by taking the Euclidean distance between feature locations in a neutral
and a peak frame representative of the expression. This allows characteristic feature
motion patterns to be established for each expression as shown in Figure 2.5. SVMs are
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Figure 2.4: Peak frames for each of the six basic emotions, with the features localized. From Michel
and el Kaliouby [MKO03b].

then used to classify unseen feature displacements in real time, for every frame in the
video stream.

Other systems measure how expressions develop over time, and use that information for
classification. In Essa and Pentland [EP95], a detailed physics-based dynamic model of
the skin and muscles is coupled with optical flow estimates. The facial muscle activation
associated with each expression is determined probabilistically. Yacoob and Davis
[YD96] detect motion in six predefined and hand initialized rectangular regions on a face
and then use FACS rules for the six universal expressions for recognition. Black and
Yacoob [BY97] extend this method using local parameterized models of image motion
to deal with large-scale head motions. Cohen et al. [CSCT03a] use Hidden Markov
Models (HMMs) to segment and recognize facial expressions from video sequences. They
compare this dynamic classifier to two static ones: a Naive-Bayes and a Gaussian Tree-
Augmented Naive Bayes classifier. Their results favour dynamic modelling, although
they do point out that it requires more training sequences. In all these cases, sequences
start and end with a neutral frame and correspond to a single facial expression.

Whether static or dynamic, the above systems do not consider the transitions between
facial expressions. In addition, facial events are considered at a single temporal scale,
which corresponds to the duration of a frame or sequence. Hierarchical systems that
represent facial expressions at multiple temporal scales, such as the model in Hoey and
Little [HLO4], work well with limited training and are more robust to variations in the
video stream.

FER systems also differ in their assumption about how facial expressions map to emo-
tions. In the simplest case, a one-to-one mapping between a carefully segmented, single,
facial expression and its corresponding emotion is assumed. For example, a smile typ-
ically corresponds to happiness. Actors who are asked to pose these prototypic facial
expression are often required not to move their head at all. Many of the systems in Ta-
ble 2.4 implicitly make this assumption. For example in Hu et al. [HCFT04], the facial
expression of each basic emotion is mapped to a low dimensional manifold. The feature
space of the manifold is described by a set of facial landmarks that are defined manually
on the first frame of a sequence. The system is user-dependent, requiring roughly 1000
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Figure 2.5: Signatures of the six basic emotions. From Michel & el Kaliouby [MKO03b].

images to represent the basic expressions for each subject, and at the moment, does not
run in real time.

Other systems have relaxed the constraint on head motion, using head pose estimation
methods to distinguish between feature motion due to rigid head motion and that due to
facial expression. In Tian et al. [TBH 03], pose estimation is performed to find the head
in frontal or near-frontal views. The facial features are extracted only for those faces
in which both eyes and mouth corners are visible. The normalized facial features are
input to a neural network classifier to recognize one of the six basic emotions. Bartlett
et al. [BML*04] investigate 3D head pose estimation to be combined with Gabor-wavelet
representation.

The abstraction that there is a one-to-one mapping between facial expressions and
emotions does not account for the fact that facial expressions are continuous in nature,
occur asynchronously and may vary in duration. In Zhang and Ji [ZJ03], an image
sequence may include multiple expressions and two consecutive expressions need not be
separated by a neutral state. They use Dynamic Bayesian Networks (DBNs) to classify
action units in an image sequence into one of the basic emotions. Although their work is
similar to mine in that they too use DBNs as the choice of classifier, their framework for
facial expression representation is fundamentally different. In their work, the AUs that
occur at one moment in time and the immediately preceding ones, are used to infer a
mental state. In contrast, as described in Chapter 4, facial expressions are represented
at multiple temporal scales, so that the temporal transitions between, as well as within,
expressions are accounted for.

Finally, a number of researchers are particularly concerned with the recognition of facial
actions. The motivation behind their work is that facial actions are the building blocks of
facial expressions, and can be used within a hierarchical model to describe higher-level
facial events. Donato et al. [DBH™99] automatically recognize six single upper face AUs
and six lower face AUs in sequences of images. Littlewort et al. [LBF*04a] extend this
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Figure 2.6: A face image after convolution with Gabor filters at different orientations (left-right) and
different scales (top-down). From Michel [Mic03].

to support more AUs. The CMU/Pittsburgh group [CZLK98, CZLK99, Coh04, CRAT04,
LZCK98, TKC00a, TKCO01] have developed a system that recognizes 20 AUs including
some non-additive AUs. Kapoor and Picard [KQP03] present a fully automatic method
to recognize five upper AUs using an infrared sensitive camera for pupil detection,
followed by principal component analysis to recover the shape of the eye and eyebrow
regions, and SVMs for classification. Hoey [Hoe04] uses Zernike polynomials in the
unsupervised learning of head and facial displays.

Feature extraction

A range of vision-based feature extraction methods exist. Face representation can be 2D
or 3D. While more accurate, 3D models such as those used in Essa and Pentland [EP95],
Blanz and Vetter [BV99] and Cohen et al. [CSC*03al, are computationally intensive and
do not execute in real time with current processing power. To maximize correspondence,
the facial features are selected interactively on the first frame, and fit to a generic face
model for tracking.

Faces can be processed holistically or locally. Holistic methods consider the face as a
whole and do not require precise knowledge of specific features. They are, however,
sensitive to background clutter. Zhang et al. [ZLSA98] use a set of multi-scale, multi-
orientation Gabor wavelet coefficients at 34 facial feature points in a two-layer percep-
tron. The points are extracted manually. A similar representation of faces has been
used by Wiskott et al. [WFKdM97], where they use a labeled graph based on a Gabor
wavelets to represent faces. Figure 2.6 shows a face image after convolution with Ga-
bor filters at different orientations and scales. Lien et al. [LZCK98] and Hoey [Hoe04]
perform dense optical flow on the whole face.

Local processing methods focus on facial features or areas that change with facial
expressions. They are sensitive to subtle expression changes [CZLK98] and are also
better-suited to dealing with occlusion of parts of the face [BCLO01]. Face models based
on feature points [CZLK98, K00, GK01, LZCK98, MK03b, WCVMO01], a local geometric
representation of the face [Fas02a, PR0O0Ob, TKC00a, TKC00b, TKCO01], or optical flow
of local features [HLO3], can be easily adapted to deal with partial occlusion. Even
if some model parameters are missing due to occlusion, the parameters not affected by
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occlusion are still used for classification. Cohen et al. [CSCT03b] and Hoey [Hoe04] have
investigated formal methods for learning from missing and unlabelled data.

Feature extraction methods can be classified as appearance-based or feature-based. In
appearance-based methods, features are extracted from images without relying on ex-
tensive knowledge about the object of interest. Examples include Gabor filters [BLB103,
TKC02, ZJ03], principal component analysis [CYKDO01, CBM*01, TP91] and indepen-
dent component analysis [BHES99, PC95]. Feature-based methods include feature point
tracking and geometric face models [LZCK98, PR00a, TKC00a, TKC00b, TKCO01]. In
its early days, feature-point tracking required dot markers to be attached to the face
of subjects using the system. Today, tracking is entirely vision-based and unobtrusive
and fully-automated, real time trackers are commercially available. In Michel and el
Kaliouby [MKO3b], we use FaceTracker, part of Nevenvision’s commercial facial feature
tracking SDK [Fac02]. The tracker is described in more length in Chapter 5. Model-
based approaches, such as active contours [BI98], active shape models [CJ92] and active
appearance models [CEJ98] have been successfully used for tracking facial deformation.
These methods, however, tend to fail in the presence of non-linear image variations such
as those caused by rigid head motion and large facial expression changes.

In several comparative studies, Donato et al. [DBH99], Bartlett et al. [BHES99] and
Zhang et al. [ZLSA98] find that appearance-based methods yield better recognition
rates than feature-based ones. However, appearance-based methods require extensive,
often manual, pre-processing to put the images in correspondence. In addition, in the
presence of rigid head motion and a diverse population of subjects, the manual aligning
of images for appearance-based feature extraction is laborious, time-consuming and
unwieldy, suggesting that appearance-based methods are not well-suited to real time
HCI applications. Facial feature tracking, on the other hand, can cope with a large
change of appearance and limited out-of plane head motion. It can be complemented
with facial component models that are extracted based on motion, shape and colour
descriptors of facial components, as well as execute in real time.

Classification

Many classifiers have been applied to the problem of facial expression recognition.
Many of these explicitly construct a function that maps feature vectors to corresponding
class labels, such as rule-based classifiers, neural networks and SVMs. In a rule-
based system, domain knowledge is encapsulated in rules that have the form IF A
THEN B, where A is an assertion or group of assertions, and B may be an assertion
or action [CDLS99]. The main problem with using rule-based systems for emotion
recognition, as in the system described in Pantic and Rokhkrantz [PROOb], is that often
the input available may be inadequate or insufficiently reliable to enable a conclusion
to be reached, or the rules themselves may not be logically certain. Neural networks
consist of input units, hidden units and output units [Bis95]. Connections between units
imply that the activity of one unit directly influences the activity of the other, with a
specified strength or weight. Neural networks learn from examples by modifying these
connection strengths or weights. A number of systems use neural networks for facial
action and emotion recognition: Fasel [Fas02a, Fas02b], Pantic and Rothkrantz [PRO0Ob]
and Tian et al. [TBHT03].

SVMs are based on results from statistical learning theory [Vap95, JDMO0O]. They per-
form an implicit embedding of data into a high-dimensional feature space, where lin-
ear algebra and geometry may be used to separate data that is only separable with
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nonlinear rules in input space. In Michel and el Kaliouby [MKO03b, MKO03a], SVM-
classifiers were implemented using the C++ version of libsvm [CLO1]. Bartlett et al.
[BLB+03, BLFMO03] also use SVMs for expression classification. While intuitive and
efficient to use, SVMs like rule-based systems and neural networks have no mecha-
nism for representing or making use of dynamic information. There is nothing to link
previous classifications with current ones; instead, dynamic information is represented
at the feature level. This suggests that dynamic classifiers, such as HMMs, are more
appropriate.

Bayesian classifiers take a somewhat different approach to the problem of classifica-
tion. Often, they do not attempt to learn an explicit decision rule. Instead, learning
is reduced to estimating the joint probability distribution of the class and the feature
vector describing it [FGG97]. A new instance of a feature vector is classified by comput-
ing the conditional probability of each class given that feature vector and returning the
class that is most probable. Bayesian classifiers have several advantages. First, they
make use of prior knowledge to determine the model and to estimate the prior prob-
abilities. Second, probabilistic methods provide a principled method for dealing with
missing data. This is done by averaging over the possible values that data might have
taken. Third, when used with decision theory, Bayesian classifiers provide a principled
method for combining probability estimates with the utility or cost of different decisions.
Bayesian classifiers are discussed in more detail in Chapters 4 and 7.

2.3.3 Facial expression corpora

Table 2.5 summarizes the key differences between four corpora of facial expressions in
terms of four groups of factors: 1) general characteristics, 2) the stimuli and recording
setup, 3) the actors and 4) the general pose of the actors in the video.

The first two corpora encompass enactments of the six basic emotions. I have already
described the first of those—the POFA dataset—in Section 2.2.2. POFA was originally
designed for experimental studies. It has, since then, been used to test FER systems,
for example in Littlewort et al. [LBFT04al. The second one, the Cohn-Kanade data-
base [KCTO0O0], contains 2105 recordings of posed sequences of 210 adults who are aged
18 to 50 years old, from diverse ethnic origins. The sequences are recorded under con-
trolled conditions of light and head motion, and range between 9-60 frames per sequence
at an average duration of 0.67 seconds. Each sequence represents a single facial expres-
sion that starts with a neutral frame and ends with a peak facial action. Transitions be-
tween expressions are not included. Several systems use the Cohn-Kanade database for
training and/or testing. These include Bartlett et al. [BLFMO03], Cohen et al. [CSC*03al,
Cohn et al. [Coh04], Littlewort et al. [LBFT04a], Michel & El Kaliouby [MKO03b], Pardas
et al. [PBL02] and Tian et al. [TBH"03].

The third and fourth corpora are the ones that I have used throughout this dis-
sertation. Both cover mental states that extend beyond the basic emotions. A de-
tailed description of each appears in Chapter 3. The third is the video library of the
Mind Reading DVD [BGWHO04], which is publicly available for a nominal fee. My re-
search pioneers the use of this corpus in automated facial analysis systems. The fourth,
the CVPR 2004 corpus was developed specifically to test the generalization ability of the
system that I developed throughout this research.

It is important to note that all four databases are posed. In databases of posed expres-
sions, subjects are asked to “act” certain emotions or mental states. For the POFA and
the Cohn-Kanade databases, the head motion of the actors is strictly controlled and
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Table 2.5: Comparison between Pictures of Facial Affect (POFA) [EF76], the Cohn-Kanade facial ex-
pression database [KCTO00], the Mind Reading DVD [BGWHO04] and the CVPR 2004 corpus. Legend
is as follows: e included; x not known; — does not apply. *Described in detail in Chapter [?].

| | Characteristics | POFA | Cohn-Kanade | Mind Reading* | CVPR2004*

Publicly available . °

T;j Complex States . .

g FACS-coded . .

¢ | Emotion-labelled ° ° .
Video stimuli ° ° °

= | Min-Max duration (sec) - 0.3-2.0 5.0-8.0 0.9-10.9

E | Number of videos - 2105 1742 96

& | Dynamic background .
Uncontrolled lighting °
Number of actors 14 210 30 16

» | Male-female ratio (%) X 31-69 50-50 81.2-18.8

& | Diverse ethnic origin o o

jﬂ’ Children & seniors °
Glasses °
Moustache °
Rigid head motion ° .

% Non-frontal pose .

A | Non-neutral initial frame ° °
Talking °

a frontal pose is maintained throughout the sequence. In comparison, actors on the
Mind Reading DVD and the CVPR 2004 corpus were allowed to exhibit natural head
motion. The CVPR 2004 corpus is the most challenging of the four. A few actors wore
glasses and some had moustaches. Several were talking throughout the videos and ges-
tured with their hands. Many videos included rigid head motion and non-frontal poses.
The background and recording conditions were relaxed in comparison to the other three
data-sets, all of which had uniform, static backgrounds. Like the stimuli used in experi-
mental psychology and brain studies, the examples on all four data-sets are context-free.
That is, only facial information is available.

2.3.4 Performance

Besides implementation, three factors affect the performance of a vision-based system.
The first is the variability of FER systems with respect to the images and/or sequences
of facial expressions used to evaluate the systems. The second factor is the degree of
variance between the stimuli used to train the system and that used to test it. Systems
that are trained and tested on the same corpus typically report better recognition
accuracies than those that are tested on a corpus different than the one used in training.

The third is the experimental methodology. Even when training and testing are done
on the same corpus, the choice of resampling method has an impact on the result. In
addition, some systems are evaluated at each frame, while others are evaluated once
for the entire sequence. Another factor that needs to be considered in comparing results
is the number of classes that a classifier can choose from and the decision rule used.
While these factors make it hard to make a direct comparison between the performance
of systems in terms of implementation, an analysis of the results reveals general trends
of performance in terms of accuracy, generalization and speed.
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Accuracy

Most automated facial analysis systems are tested on a single corpus of images or video,
using re-sampling methods such as cross-validation and bootstrapping [Koh95]. In
person-dependent tests, examples of an emotional expression of the same subject are
used in both the training and the test set, for example, Chandrasiri et al. [CNHO1].
Recognition accuracies in this case are quite high: between 80-90%. In the more
challenging person-independent tests, the sequences of one particular actor are held-
out for testing, and the system is trained with the rest of the sequences. Accuracy drops
to a range of 55-66%. For instance, Cohen et al. [CSCT03a] report an accuracy drop from
82.5% in person-dependent tests to 58.6% in person-independent ones.

Even though in person-independent evaluations, test sequences are previously unseen
by a system, there is a database bias introduced in the results by virtue that training
and test sequences were subject to the same recording procedures and conditions. A
more accurate measure of performance is obtained if systems are tested across corpora.

Generalization

Generalization considers the system’s performance when trained on one corpus and
tested on previously unseen examples from a different corpus. It is an important
predictor of the system’s performance in a natural computing environment. The better
the generalization ability of the system, the more feasible it is to train the system
on some (limited) data-set then deploy it in different interaction scenarios, with many
users, without having to re-train or calibrate the system. Evaluating the generalization
of a system, however, is an expensive task, especially in vision-based systems where the
collection, filtering and labelling of videos is a time-consuming task.

Littlewort et al. [LBF*04a] test the accuracy of their system in recognizing the facial
expressions of basic emotions when trained on the Cohn-Kanade facial expression data-
base [KCTO00] and tested on the Pictures of Facial Affect [EF76] and vice versa. An av-
erage of 60% was reported compared with 95% when the system was trained and tested
on the same corpus. Tian et al. [TBH"03] train their system on the Cohn-Kanade data-
base, and test its ability to recognize smiles on the PETS 2003 evaluation dataset. For a
false positive rate of 3.1%, the recognition accuracy of smiles was 91%. This is compared
to an accuracy of 98% for smiles when tested on the Cohn-Kanade database [TKCO01].

In Michel and el Kaliouby [MKO03b], the system’s accuracy dropped from 87.5% when
trained and tested on the Cohn-Kanade database, to 60.7% when users who were
oblivious of the prototypic faces of the basic emotions tested the system. In Pardas
et al. [PBL02] the system’s accuracy dropped from 84% when trained and tested on the
Cohn-Kanade database to 64% when sequences containing speech were included. The
divergence of results when testing is done between datasets, rather than on a single one,
emphasizes the importance of evaluating the generalization of FER systems.

Speed

Speed is a crucial aspect of an FER system, especially if it is intended to be used with
interactive interfaces. For systems in general, the time it takes a system to produce
its output, starting from the moment all relevant inputs are presented to the system, is
called the latency or lag. A system is real time if its latency satisfies constraints imposed
by the application. In vision-based systems, a 45 ms visual delay is not noticeable;
anything above that, progressively degrades the quality of interaction [MW93].
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Significant progress has been made in developing real time vision-based algo-
rithms [KP05]. Feature-based approaches on 2D face models, such as feature-point
tracking, are well-suited to real time systems in which motion is inherent and places a
strict upper bound on the computational complexity of methods used in order to meet
time constraints. 3D face representations, on the other hand, are computationally
intensive and do not run in real time with current processing powers. The evaluation
stage of the majority of classifiers runs in real time, with algorithms like Kalman
filters being extremely fast [KP05]. Exceptions include classifiers that use approximate
inference algorithms or implement online learning.

2.4 Beyond the basic emotions

While there is a consensus that the face communicates a wide range of mental states,
the prevalence of the theory of basic emotions has meant that almost no attention has
gone into studying the facial expression of other emotions or mental states. Some of
the reasons why these other states of mind have not been systematically investigated
is because they are context-dependent and their definitions are not as clear-cut as the
basic emotions.

Our everyday social experiences however, involve much more than just these six emo-
tions, and the ability to recognize them needs to be studied. Rozin and Cohen [RCO03]
describe a study in which college students were instructed to observe the facial expres-
sions of other students in a university environment and to report the emotion being
expressed. The most common facial expressions reported were those of confusion, con-
centration and worry. Despite their prevalence in everyday interactions, these facial ex-
pressions have not been investigated because they do not correspond to generally recog-
nized emotions, leading the authors of the study to call for more studies that explore the
facial expressions of mental states that are not typically thought of as emotions.

Simon Baron-Cohen and his group at the Autism Research Centre at the University of
Cambridge, have undertaken a series of studies to investigate the facial expressions of
mental states other than the basic emotions. The principal objective of these studies is to
investigate the differences in emotion processing between a general population of people
and those with ASD. Because these differences were not apparent on basic emotion
recognition tasks, yet were clearly demonstrated in natural interaction contexts, more
challenging tasks were needed.

Baron-Cohen and Cross [BC92] show that normally developing four-year-old children
can recognize when someone else is thinking from the direction of that person’s gaze.
That is, when a person’s eyes are directed away from the viewer, to the left or right up-
per quadrant, and when there is no apparent object to which their gaze is directed,
we recognize them as thinking about something. In Baron-Cohen et al. [BRF96],
the cross-cultural recognition of paintings and drawings of the face was shown among
normal adults and children for mental states such as scheme, revenge, guilt, recog-
nize, threaten, regret and distrust. In two other studies, Baron-Cohen et al. [BWJ97,
BWHT'01] show that a range of mental states, cognitive ones included, can be inferred
from the eyes and the face. Figure 2.7 shows several examples of the face stimuli of com-
plex mental states used in Baron-Cohen et al. [BWJ97]. The findings of these studies
show that many mental states are like virtual print-outs of internal experience, simply
waiting to be read by an observer (with a concept of mind).
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Figure 2.7: Four examples of the complex mental states face stimuli used in Baron-Cohen et al.
[BWJ97]: (from left to right) GUILT vs. Arrogant; (b) THOUGHTFUL vs. Arrogant; (c) FLIRTING vs.
Happy; (d) ARROGANT vs. Guilt. The correct responses are shown as uppercase letters.

2.5 Limitations of automated facial analysis systems

The field of automated facial expression analysis is a relatively young field of research.
While significant progress has been made over the past decade, there is still a long
way to go before automated FER systems can be seamlessly integrated with human-
computer interfaces. Existing facial analysis systems have the following shortcomings:

1. Focus on the basic emotions.
2. Assume a one-to-one correspondence between an expression and an emotion.
3. Consider the dynamics within a single facial expression only.

4. Account for facial actions but not head gestures or head orientation.

First and foremost, the majority of automated facial expression recognition systems are
either concerned with the recognition of basic emotions or with the automated coding of
facial actions. There are two recent exceptions. Gu and Ji [GJ04] present a facial event
classifier for driver vigilance. The mental states of inattention, yawning as well as the
state of falling asleep are represented and classified using DBNs. Kapoor et al. [KPI104]
devise a probabilistic framework for the recognition of interest and boredom using
multiple modalities. These modalities are: facial expressions, which in the current
version of the system are coded manually, posture information and the task the person is
performing. Their results show that classification using multiple information channels
outperforms that of individual modalities.

Applications that are integrated with these FER systems are inherently limited to the
basic emotions, and are, as a result, restricted to only a few scenarios [TWO01]. For
instance, Chandrasiri et al. [CNHO1] present a system that augments internet chatting
with animated 3D facial agents that mimic the facial expressions of the user. Their
system only recognizes three of the six basic emotions: happy, sad and surprised. The
same application concept would be more powerful if it had knowledge of the user’s
attention, level of engagement, and cognitive mental states.

Second, naturally occurring facial expressions are continuous; they are not separated by
a neutral state and may occur asynchronously. Approaches to automated facial expres-
sion analysis that assume a one-to-one correspondence between a carefully segmented
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sequence and an emotional state do not generalize well to sequences of natural facial
expressions. More importantly, these approaches would not perform well with mental
states other than the basic emotions because the same facial expression may mean dif-
ferent emotions and the same emotion may be expressed through different expressions.

Third, while many systems are dynamic, they at most consider the progression of facial
motion within a single expression. The transition between one facial expression and
another is not considered. In addition, facial events are represented at a single time-
scale, which is often close to the capture rate of the raw video stream. A more useful
model of facial events and emotions requires the abstraction of larger, more meaningful,
elements at temporal scales that are progressively greater than the frame rate sampled.

Fourth, facial actions occur as part of coordinated motor routines [CZLKO04]. Recently,
Cohn et al. [CRAT04] studied the temporal relation between facial action, head motion
and eye-gaze. They found that considering these additional cues added to the predictive
power of their system. For instance, they found that an eyebrow raise was more likely
to occur as the head pitched forward. Most existing automated facial analysis systems
do not take account of meaningful head gestures and head orientation in their analysis.

In summary, there is an opportunity in developing a system for the automated recogni-
tion of mental states beyond the basic emotions. That system would have to account for
asynchronous facial cues that occur within a video stream and for the uncertainty in the
relationship between facial expressions and underlying mental states. Finally, it would
have to consider the transition between facial expressions and would fuse multiple cues
including those available from head gestures and head orientation.

2.6 Summary

In this chapter, I have presented the theory of mind-reading, which is at the center of
the current thinking on how people read the minds of others from their face. I then
presented a survey of the efforts made in automating facial expression recognition of
basic emotions. From a technical standpoint these systems, and the machine vision
and learning methods they use, are the most relevant to our work in automated mental
state recognition. I have critiqued these systems against a list of characteristics that
are desirable in an HCI context.

I then explored the limitations of the research that focuses strictly on basic emotions,
and presented the shortcomings of existing systems in dealing with a wider range of
mental states. Finally, I argued that as of the time of this writing, little attention
has been devoted to building a mental state recognition system capable of recognizing
complex mental states in an HCI context. The next chapter explores the characteristics
and nuances of these complex mental states that will serve as a foundation for the design
of the computational model of mind-reading presented in this dissertation.



43

Chapter 3

Facial Expressions of Complex
Mental States

The survey in Chapter 2 has shown that the majority of automated facial analysis
systems are concerned with the recognition of the facial expressions of the six basic
emotions. This dissertation tackles the emotions that are not part of the basic emotions
set. I refer to these states collectively as “complex mental states”, rather than complex
emotions, to encompass both the affective as well as the cognitive states of the mind.

This chapter explores the characteristics of the facial expressions specific to complex
mental states that are central to the design of my automated mind-reading system.
The chapter introduces the two corpora of videos that I use extensively throughout
this dissertation: the Mind Reading DVD [BGWHO04] and the CVPR 2004 corpus. It
then presents two experiments that I have undertaken to explore the facial expressions
of these mental states. The first is a preliminary study to investigate if there is a
single key facial expression within a video of a complex mental state that is a strong
discriminator of that state. The results motivate the second study, which explores the
temporal dynamics of facial signals in complex mental states. The chapter concludes
with a discussion of the implications of the experimental results for the design of an
automated mind-reading system.

3.1 Corpora of complex mental states
3.1.1 The Mind Reading DVD

Many people diagnosed with ASD correctly recognize the basic emotions, but often fail
to identify the more complex ones, especially when the facial signals are subtle and
the boundaries between the emotional states are unclear [BWL102]. Existing corpora
of nonverbal expressions are of limited use to autism therapy, and to this dissertation,
since they encompass only the basic emotions.
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Taxonomy

The taxonomy by Baron-Cohen et al. [BGW'04] consists of 412 emotion concepts. The
emotion concepts are classified taxonomically into 24 distinct emotion groups, shown in
Table 3.1, such that each of the concepts is assigned to one and only one group. The
24 groups in this taxonomy were chosen such that the semantic distinctiveness of the
different emotion concepts within each group is preserved. In other words, each group
encompasses the fine shades of that mental state. For instance, brooding, calculating
and fantasizing are different shades of thinking; likewise, baffled, confused and puzzled
are different classes within the unsure group. The ability to identify different shades
of the same group reflects one’s empathizing ability [Bar03]. Note that even though
the mental state groups are semantically distinctive, this does not mean they can not
co-occur. For instance, it is possible to imagine that one is both thinking and confused
at the same time. The co-occurrence of the mental state groups within the taxonomy of
Baron-Cohen et al. is an interesting and open research question.

Table 3.1: The 24 mental state groups that constitute the taxonomy of Baron-Cohen et al. [BGW*04].
Basic emotions are indicated with a e; the groups that are addressed throughout this dissertation are
indicated with a x.

afraid e excited liked surprised e
angry e fond romantic thinking
bored happy e sad e touched
bothered hurt sneaky unfriendly *
disbelieving interested * sorry unsure
disgusted e kind sure x wanting

Out of the 24 groups, I consider the ones that are not in the basic emotion set, and
which, as a result have not been addressed by automated facial analysis systems. Of
those 18 groups, I focus on an interesting and challenging subset that is relevant in an
HCI context. These groups are marked with a x in Table 3.1. The five groups constitute
the first level of the mental state tree diagram in Figure 3.2. The second level of the
tree in Figure 3.2, shown in italics for emphasis, describes the six mental state groups
that I particularly focus on throughout the dissertation; the child nodes are the mental
state concepts they encompass. For example, the agreeing group is derived from the
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Table 3.2: The actors on the Mind Reading DVD [BGWHO04] characterized by gender, ethnicity, age,
accessories and pose.

€1 C2 C3 C4 C5 C6 C7 C8 M1 M2 M3 M4 M5 M6 M7 M8 S1 S2 S3 S4 S5 S6 Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 %

E Male] » . . o . . . . . o . . . . . 50.0
(55 Female . . . . . . . . . . o . . . «| 50.0
= White[e o o o o o o o o e o o o o o 0 0 0 0 0 o o o o o 83.3
:g Black . . 6.7
= Asian . . .| 100
<I8[e o o o o o o o 26.7

g 18 — 60 c e o o o o o o 533
< > 60 e o o o o o 20.0
% Glasses 0.0
;% Moustache 0.0
Frontal|e o o o o o ¢ o o o o o o o o o o o ¢ ¢ ¢ ¢ ¢ o ¢ ¢ o o o /1000

;?) Looking down 0.0
Talking 0.0

sure group in Baron-Cohen et al. [BGWT04], and encompasses the following emotion
concepts: assertive, committed, convinced, knowing, persuaded and sure.

Note that concentrating and interested are both derived from the broad group of inter-
ested in Baron-Cohen et al. [BGWT04]. Typically though, in the literature of cognition
and emotion, concentration is referred to as a separate mental state than that of inter-
est [Ekm79, RC03, El103]. I have selected two classes from the same group to test the
system’s ability to discriminate the finer shades of mental states. Also, in an HCI con-
text, concentrating denotes that the user’s attention is directed to the machine, while
interested does not by necessity impose that. Accordingly, concentrating encompasses
absorbed, concentrating and vigilant, while interested covers asking, curious, fascinated,
impressed and interested.

Video library

The emotions library of the DVD provides a corpus of audio and video clips portraying
the 412 emotion concepts. Each emotion is captured through six audio and video clips,
and is also explained through six stories to give a flavour of the kinds of contexts that
give rise to that emotion. The process of labelling the videos involved a panel of 10
judges who were asked ‘could this be the emotion name? When 8 out of 10 judges agreed,
a statistically significant majority, the video was included. To the best of my knowledge,
this corpus is the only available, labelled resource with such a rich collection of mental
states and emotions, even though they are posed. In addition, it was not developed with
automation in mind, so the videos are much more naturalistic compared with prevalent
facial expression databases.

The videos were acted by 30 actors, mostly British, of varying age ranges and ethnic
origins!. As shown in Table 3.2, there is an equal number of male and female actors,
mostly of White origin. The ages of the actors range mostly between 16 and 60. In
addition, there are eight actors under 16 and six that are over 60. These two groups are
typically not represented in facial expression databases. None of the actors wore any
glasses or had a beard or moustache. The resulting 2472 videos were recorded at 30 fps,

!The ethnic groups were defined as in the latest UK census, The Focus on Ethnicity and Identity,
produced by the UK National Statistics Office, 2004.
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Figure 3.2: Tree diagram of the mental state groups that are addressed throughout the dissertation,
shown in italics. The groups they belong to in the emotion taxonomy of Baron-Cohen et al. [BGW™04]
are parent nodes, while the emotion concepts they encompass are child nodes. The complete list of
mental states can be found in the emotion taxonomy of Baron-Cohen et al. [BGW™T04].
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and last between five and eight seconds. This is considerably longer than a typical
sequence in the Cohn-Kanade database, where the mean duration of a sequence is 0.67
seconds. The resolution is 320x240. All the videos were frontal with a uniform white
background. All the actors were looking into the camera and none of them were talking.
The videos do not by necessity start, or end for that matter, with a neutral frame.

The instructions given to the actors for an emotion were limited to an example scenario
in which that emotion may occur. The actors were not given any instructions on how
to act that emotion. Hence, there is considerable within-class variation between the
six videos of each emotion. Moreover, there were no restrictions on the head or body
movements of the actors, so the resulting head gestures and facial expressions are
naturalistic, even if the mental state is posed. Contrast this to prevalent databases,
such as the Cohn-Kanade database [KCT00], in which head motion is strictly controlled,
and the facial expressions are prototypic and exaggerated. Finally, while each video is
given a single mental state label, it consists of a number of asynchronous head and facial
displays. For example, a video of impressed includes the following displays throughout
the video: a head nod, a head turn, a jaw drop, an eyebrow raise and a smile.

3.1.2 The CVPR 2004 corpus

The videos on the Mind Reading DVD comprise a valuable resource of facial enactments
of a wide range of complex mental states. They were, however, taken under controlled
recording conditions. An additional corpus of videos representing complex mental states
was needed in order to test whether the research presented throughout this dissertation
generalizes beyond the controlled videos in the Mind Reading DVD or not. Since the
Mind Reading DVD is currently the only available corpus of complex mental states, I
decided to construct a second corpus myself: the CVPR 2004 corpus.

Recording setup

During a demonstration of the automated mind-reading system at the IEEE Interna-
tional Conference on Computer Vision and Pattern Recognition (CVPR 2004) during
July 2004, I asked volunteers to act the six mental states shown in italics in Figure 3.2.
The volunteers were only given example scenarios to help them perform the mental
state (Table 3.3).

Table 3.3: Examples scenarios for the CVPR 2004 corpus.

Mental state = Example scenario

Agreeing Oh YES! I absolutely agree this is the right way of doing it!
Concentrating hmmm! ... I have to figure out what this means
Disagreeing No! No! This is not the right way of doing it

Interested REALLY? WOW! That’s very interesting
Thinking hmmm! I wonder if this is the right thing to do
Unsure This is very confusing, not sure what to do

They were not given any instructions or guidance on how to act a particular mental
state. They were, however, asked to maintain a frontal pose as much as possible, but
were allowed to move their head freely. The volunteers were also asked to state the
specific mental state they will be acting immediately before they started. This too was
recorded on the video and was later used to label the videos. While the volunteers were
not given instructions about talking, they were allowed to do so if they asked. They were
not given any instructions regarding the duration of a recording.
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Table 3.4: The 16 volunteers from the CVPR 2004 Conference characterized by gender, ethnicity,
age, accessories and pose.

A B ¢ D E F G H I J K L ™M N 0 P %

5 Male | « & e o o o o o ¢ o e o o 81.3
E Female . . . 18.7
= White . . . . . . . o« . . . o . 87.5
2 Black 0.0
E Asian . . 12.5
<18 0.0

é’n 18 — 60 . . . . . . . . . . . . . . . . 100.0
> 60 0.0

4 Glasses o . 18.7
gj Moustache | e . 12.5
Frontal [ ¢ o ¢ o o o o e o o o e e e o 93.8

E Looking down . . 12.5
Talking o« e . . 25.0

The videos were recorded in a relatively uncontrolled environment. The background of
this setup was another demonstration booth so people were moving in and out of the
scene all the time. The lighting was not controlled; I just relied on the lighting in the
conference room at the time. The videos were recorded in a single take, in real time,
with one sitting for each subject.

Video library

Table 3.4 summarizes key features of the 16 volunteers. All the volunteers work in
a computer-science or engineering discipline. Most were American males of a White
ethnic origin. There were two Asians, three Europeans, and only three females. All the
volunteers were aged between 16 and 60. Three volunteers had glasses on, and two had
moustaches. Only one volunteer had a non-frontal pose, and two were looking down
rather than into the camera. Four of the volunteers were talking throughout the videos.

The videos were captured using a standard commercial camcorder and digitized at 30 fps
using off-the-shelf video editing software. The resolution is 320x240. The resulting 96
videos, or 12374 frames at 30 fps, have a mean duration of 4.0 seconds or 121.3 frames,
standard deviation of 13.66. The longest video is 10.9 seconds long and is labelled as
concentrating; the shortest is 0.93 seconds and is labelled as interested. The thinking
videos were the longest at an average duration of 5.15 seconds, while the interested
videos were the shortest at an average duration of 3.92 seconds. Each video was labelled
using the actor’s subjective label from the audio accompanying the footage.

Since the volunteers were not given any instructions on how to act a mental state, there
is considerable within-class variation between the 16 videos of each emotion. Like
the Mind Reading DVD, there were no restrictions on the head or body movements
of the actors, and each video has a number of asynchronous head and facial displays.
The idea is to train the automated mind-reading system once it has been developed
on the videos from the Mind Reading DVD and test its generalization power with the
CVPR 2004 corpus. To design the framework for automated mind-reading, I explore the
characteristics of the facial signals of complex mental states.
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Table 3.5: The list of 24 mental state videos used throughout the experiment, and the groups they
belong to under the taxonomy in Baron-Cohen et al. [BGW™04]. The basic emotions are marked by
a e; a A indicates that two videos of the mental state were used in the test.

# Mental state Group # Mental state Group

1 Afraidea Afraid 14 Hesitant Unsure

3 Angrye Angry 16 Impresseda Interested
4 Bored Bored 18 Interested Interested
5 Choosing Thinking 19 Sade Sad

6 Comprehending Thinking 20 Surprisede Surprised
8 Confuseda Unsure 21 Sure Sure

9 Disgustedea Disgusted 22 Thoughtful Thinking
10 Empathica Kind 22 Tired Sad

12 Enthusiastic Excited 24 Undecided Unsure

13 Happye Happy

3.2 Experiment 1: Facial signals of complex mental states

Classifiers that attempt to infer underlying emotion from a single facial expression are
designed with the assumption that there exists a single, peak, facial expression that is
representative of the underlying mental state. In this preliminary study, I explore the
discriminative power of facial signals for both basic emotions and complex mental states.
I used the findings from this study to inform the design of a more powerful experiment
that explores the facial dynamics of complex mental states (Section 3.3). In Chapter 7,
I describe a more principled approach to identifying highly discriminative facial signals
using statistical machine learning.

3.2.1 Objectives

In this preliminary study, I investigate if there is a single key facial expression within
a video of a complex mental state that is a strong discriminator of that state. From an
observer’s point of view, seeing this key facial expression would “give-away” the mental
state. Finding whether a key expression within a video is a strong indicator of a mental
state would guide both the choice of features and classifier in automated mind-reading.

3.2.2 Experimental design

A number of videos are divided into segments of distinct facial expressions. Participants
are then shown the segments in isolation and asked, in a forced-choice procedure, what
mental state does the facial expression in the segment represent. A comparison of the
percentage of correct answers reported for each of the five segments representing a
video should indicate whether any of the segments was particularly discriminative of
the mental state.

Stimuli

The stimuli used throughout this experiment were developed using 24 videos from the
Mind Reading DVD: 16 videos represented 13 classes of complex mental states, while
eight videos represented the six classic basic emotions. Table 3.5 lists the mental states
picked for the study and their respective groups. The duration of the videos varied from
three to seven seconds (mean=5.3, SD=0.45).

Each video was divided into five separate segments, with a mean duration of 1.06 sec-
onds per segment. The segments were numbered S; to S5 starting from the beginning as



50 CHAPTER 3. FACIAL EXPRESSIONS OF COMPLEX MENTAL STATES

%00 00;00:01:00 ati:00:02;00 '00;00;0%:00 00:00;04:00 "00:00:05:0¢

I

1001 9014 hesitant.moy

i&i&&m&&&iﬁ&&&ﬁi&&&ﬁ&&ﬂq

Segment 1 (Sq) Segment 2 (Sp) Segment 3 (S3) Segment 4 (Sg) Segment 5 (Sg)

Figure 3.3: Segmenting a video into five segments.

shown in Figure 3.3. To date, automatic facial action segmentation remains a very chal-
lenging problem, and no off-the-shelf software that performs this type of segmentation
is available. One possible approach, albeit resource intensive, would have been to em-
ploy a certified FACS-coder to code the action units and segment the videos accordingly.
Instead, I segmented the videos visually according to the following guidelines:

¢ Consecutive segments should entail essentially different head and/or facial expres-
sions. In other words, a change in pose, head gesture or facial expression signals a
new segment.

¢ If the transition from one expression to another entails a neutral state, then that
neutral frame marks the end of a segment and the beginning of a new one, otherwise
the frame that lies half-way between the two expressions can be used to divide the
segments.

¢ In the case of asynchronous, but overlapping expressions, then the beginning of the
overlapping expression defines the beginning of a new segment.

¢ If this process results in more than five segments, consecutive segments that have
similar facial events are concatenated. Likewise, if segmentation yields less than
five segments, longer ones are divided further.

Experimental tasks and procedure

A between-subjects measure was used for the task: each participant was shown one of
the five segments for each of the 24 videos. Even though a within-subjects set-up would
have minimized the differences in task responses that can be attributed to varying
emotion-reading abilities of the participants, it was not an option for this task because
of memory-effect. In other words, since the objective is to measure the discriminative
ability of a single segment when viewed on its own, seeing more than one segment of
the same video would bias and invalidate the results.

To specify which segments of a video each participant got to view, participants were
randomly assigned to one of two groups. Participants in the first group viewed either
the first or second segment of each video, while those in Group B viewed one of the third,
fourth or fifth segments of each video. Note that no presumption was made about which
segment out of the five is the most representative one. Indeed, it is entirely possible that
the key segment differs across different emotions: S; is the most critical to identifying
interest, S, in identifying boredom, Ss in identifying thinking, and so on.

A forced-choice procedure was adopted for this experiment. Three foil words were
generated for each emotion, for a total of four choices on each question. In picking
the foils, I made sure that none was an exact opposite of the target emotion since that
might over-simplify the test. Note that the videos on the Mind Reading DVD are already
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Table 3.6: The list of target mental state terms for each item (in italic) and their distractors.

1 Sure Surprised  Enthusiastic Glad

2 Interested Amused Confused Affectionate
3 Confused Distraught Bored Angry

4 Tired Bored Distraught = Unimpressed
5 Playful Sad Irritated Bored

6 Disappointed Sure Surprised Interested

7  Undecided Grumpy Distraught  Tense

8 Teasing Hurt Suspicious Choosing

9 Surprised Enjoying Impressed Decided

10 Upset Cruel Bored Thoughtful
11 Irritated Confused Disgusted Lying

12 Comprehending Calm Admiring Enthusiastic
13 Betrayed Ashamed  Empathic Heartbroken
14 Surprised Upset Arrogant Impressed

15 Sneaky Hesitant Disbelieving Impatient

16 Empathic Troubled Guilty Disappointed
17 Dreamy Sad Shy Thinking

18 Afraid Surprised  Cruel Irritated

19 Disgusted Hurt Cruel Angry
20 Happy Adoring Excited Surprised
21 Hurt Frustrated Afraid Ashamed
22 Terrified Deceitful Frustrated Ashamed
23 Afraid Disgusted  Hurt Deceitful
24 Happy Surprised Teasing Adoring

labelled, so it was only a matter of picking the distractors. A complete list of the target
mental state terms for each item and their distracters are shown in Table 3.6.

Participants were briefed about the experiment. They were not told anything about its
objective. For each question the procedure was as follows:

¢ Participants were first asked to go through the four emotion words provided for
that question, and were encouraged to inquire about any word meanings they were
unsure of.

¢ Participants were shown the video on a standard multimedia player and projection
screen, and then asked to circle the emotion word that they thought best matched
what the actor in the video was feeling. They were told there was only one correct
answer for each question.

¢ Participants were encouraged to request as many replays as they deemed necessary
to properly identify the emotion.

3.2.3 Results

Eight participants, two males and six females, between the ages of 20 and 32 took
part in the experiment. Participants were mostly university research members. All
participated on a voluntary basis. The test generated 24 trials for each participant for a
total of 192 responses. Two independent variables were defined. The segment number
indicates which segment of the video was viewed. It has five conditions: S; through to Ss.
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Figure 3.4: Experiment 1: Recognition results for the 192 responses for the five segments of videos
of basic and complex mental states. Note the marked difference in recognition rates between the
basic emotions (mean=71.0%, SD=0.051) and complex mental states (mean=51.5%, SD=0.058).
The recognition accuracies are shown above the bars.

The mental state category has two conditions, either basic or complex. The dependent
variable is the accuracy, measured as a percentage of correctly identified mental states.

The recognition results are summarized in Figure 3.4. The figure shows the percentage
of correct answers for all the participants when seeing one of the five segments in
isolation of the others. In the case of basic emotions, the recognition rate ranges between
62.5% for S, and 75.0% for S; (mean=71.0%, SD=0.051). For the videos of complex
mental states, the recognition rates range between 45.0% for S, and 57.14% for S,
(mean=51.5%, SD=0.058). Note that because there are four options on each question,
the probability of responding by chance is 25%. Thus, the results for both the basic
emotions and the complex mental states are significantly above chance level.

Statistical analysis of all five tasks

I analysed the results to determine the statistical significance of the difference in
recognition results for the five segments in the case of basic emotions and in the case of
complex mental states. The Kruskal-Wallis test is the standard non-parametric test for
comparing three or more independent samples?. The hypotheses for the comparison of
three or more groups are:

¢ The null hypothesis Hy: the distribution of the results are the same across the five
task conditions. In other words, subjects are equally likely to score correctly when
presented with any of the five segments, and any difference between the results of
the five tasks is due only to chance.

¢ The alternative hypothesis H,: the distributions across the tasks are differ-
ent. The observed difference in recognition is attributed to the effect of the task
condition—the discriminative power of the facial displays of that segment—on the
ability to discern the mental state.

2The statistical tests that I have used throughout this dissertation are detailed in Robson’s book on
experimental design [Rob94], and were computed using WinStAT [Win04], a statistics add-in for Microsoft
Excel.
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The test computes the statistic H and the probability p that the distributions are the
same across the five task conditions. Since the number of samples per segment is
more than five, the test statistic H under Hj can be approximated with a chi-squared
distribution. The value of p is computed as follows: it is the probability under Hj, of
getting a value greater than or equal to the observed H. If p is less than o = 0.05, then
it is statistically unlikely that the difference in recognition between the five tasks was
the result of chance. This is evidence to reject Hy and it is possible to attribute the
difference between the results to H,.

The test showed that the difference in recognition results between the five segments of
complex emotions is not statistically significant (H = 5.95, p = 0.2). A similar result
was obtained for the five segments of the basic emotions (H = 3.6, p = 0.46). Although
it would have been possible to increase the power of the results by repeating this study
with a larger sample size, I chose to use the findings, even if preliminary, to explore the
dynamics of facial of complex mental states. This experiment is described in Section 3.3.

3.2.4 Discussion

The starting point of this study was the observation that the videos of mental state
enactments on the Mind Reading DVD involved overlapping, asynchronous facial ex-
pressions and purposeful head gestures. The objective of this experiment was to find
out if there was a key expression within a video that essentially gives away the mental
state. The results show little difference in the contribution of any of the segments of a
video to the recognition of the underlying mental state for both the basic emotions and
the complex mental states.

Figure 3.5: A smile is not only an indicator of the happiness basic emotion. This smile is extracted
from a video labelled as comprehending from the Mind Reading DVD.

The generally low accuracy rate attained in recognizing complex mental states in this
study is noteworthy. This was surprising given how readily humans identify the same
mental states in everyday interactions. This finding emphasizes that even though the
individual segments viewed in isolation do help identify a mental state—the recognition
rates are above chance level—they are weak identifiers.

To demonstrate how facial expressions can be weak classifiers of mental states, consider
the smile sequence in Figure 3.5. Given the limited set of basic emotions to choose
from, most people, and most automated facial analysis systems, would easily classify
this smile sequence as happy. Given a wider range of complex mental states, the same
recognition task becomes much harder. Does this smile sequence signal that the person
is happy, excited, liked, fond or romantic? This smile sequence was, in fact, extracted
from a video labelled as comprehending.
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Figure 3.6: An example of intra- and inter-expression dynamics shown for selected frames at 10
frame intervals for the mental state comprehending. The intra-expression dynamics of the first
segment describe the temporal structure of a jaw drop and eye-brow raise, while the second shows
the temporal progression of a smile. The inter-expression dynamics describe the transition from the
first to the second segment, or seeing the second segment in the context of the first.

The low recognition rate suggests that people use other cues such as facial dynamics, in
addition to facial configuration, to recognize complex mental states. This result provided
the motivation for the next experiment, which investigates the dynamics of the facial
signals of complex mental states.

3.3 Experiment 2: Facial dynamics of complex mental states

The dynamics of facial expressions describe how facial actions unfold in time. I use
the term intra-expression dynamics to denote the temporal structure of facial actions
within a single expression. Figure 3.6 shows the intra-expression dynamics of two
consecutive segments from a video labelled as comprehending. The first segment shows
the temporal structure of a jaw drop and eye-brow raise, while the second shows the
temporal progression of a smile. Inter-expression dynamics, on the other hand, refers
to the temporal relation or the transition in time, between consecutive head gestures
and/or facial expressions. In Figure 3.6 the inter-expression dynamics is the transition
from the first to the second segment. It describes seeing the smile in the context of the
jaw drop/eye-brow raise.

Recall from Chapter 2 that most of the literature on facial dynamics is concerned with
intra-expression dynamics. The main problem with the existing studies, and in turn
with automated facial analysis systems, is that they only consider single, isolated or
pre-segmented facial expression sequences. In natural settings though, facial expres-
sions may occur simultaneously, may overlap asynchronously in time, and often co-occur
alongside purposeful head gestures and other modalities. In addition, as shown in Fig-
ure 3.6, the transition between two expressions does not by necessity involve passing
through a neutral state. This is a simplifying assumption that is often made in auto-
mated facial analysis systems.

Within these complex patterns of facial signals, the role of inter-expression dynamics
in the identification of mental states has not been studied. Cohn et al. [Coh04] recently
pointed out that very few studies investigate the timing of facial actions in relation to
each other, and to other gestures and vocalization. From an engineering point of view,
designing an automated mental state classifier that takes inter-expression dynamics
into account introduces an additional level of complexity to that of intra-expression
dynamics. Incorporating the former when the information it provides is minimal or
redundant adds unnecessary complexity to the system. It is unclear given the existing
literature whether or not automated systems should be designed to consider expressions
in the context of each other.
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Figure 3.7: Constructing the stimuli for the five tasks in the experiment. The tasks gradually add
earlier clips to test their effect on the recognition of the underlying mental states of the clips. The
clips are played from start to end, not backward.

3.3.1 Objectives

This study investigates the effect of inter-expression dynamics (if any) on people’s ability
to recognize complex mental states. Specifically, the goal is to find what relationship
exists between the amount of temporal context and recognition accuracy, whether this
relationship has critical inflection points and whether it tapers off with additional
context becoming irrelevant. I also test the effect of inter-expression dynamics on the
recognition accuracy of the classic basic emotions for comparison purposes.

3.3.2 Experimental design

The experiment is structured as follows: 24 videos are divided into segments of distinct
facial expressions. Five clips of increasing length are constructed from the segments.
Participants are shown the clips in a forced-choice procedure, and are asked to pick
the mental state that best describes the clip. A comparison of the percentage of correct
answers reported for each of the five clips of a video should indicate whether or not there
is any effect of viewing segments in the context of each other.

Stimuli

This experiment consisted of five tasks. The stimuli for the tasks were constructed as
shown in Figure 3.7 using the segments of the videos from the previous study. The first
task in the experiment comprises only the last segment of the videos S5. For the second
task, the 4th and 5th segments are concatenated, and the resulting clip, which begins
at the start of Sy, is the stimulus for that task, and so on. For the 5th and final task, the
stimulus is the entire video.
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Experimental tasks and procedure

The five tasks test the effect on people’s recognition of mental states, of gradually adding
earlier segments of a video. Table 3.7 summarizes the span and effect being tested for
the five tasks. For instance, the third task tests the effect of seeing S,.5 in the context of
S3, which the participants had not seen during the first two tasks. The clips are played
forward and not backward?.

The reason why the tasks were designed to start with the last segment, gradually adding
earlier ones, as opposed to starting from the first segment and gradually adding later
ones, is to analyse the effect of recognizing a current expression given knowledge about
previous ones. This effect is more formally known as the Markov chain effect, and if
present warrants the use of dynamic classifiers at the facial expression level in order to
represent inter-expression dynamics [Rab89].

Table 3.7: Summary of the five tasks.

Task Span Effect tested

1 S5 baseline

2 Si5 Sy in the context of Sy
3 S35 Sis in the context of S3
4 So.5 S35 in the context of S,
5 S5 Sa2.5 in the context of S;

The procedure was the same as that in the previous study: during each of the tasks, par-
ticipants viewed 24 video clips and were asked to identify the mental state portrayed by
the actor in each video. The questions in Table 3.6 were used again for this experiment.

This experiment improved on the previous one in two ways. First, a larger number
of participants took part in the experiment. Second, the experiment was designed as
a within-subject, repeated-measures study: all participants were asked to carry out
all five tasks. Whereas this was not possible with the previous experiment, in this
experiment tasks were carried out in increasing order of clip length to prevent any
memory effect. The order with which the videos were viewed within each task was
randomized. These two factors increase the power of the study to detect real effects,
avoiding phantom effects that may be caused by random variation in the emotion-
reading abilities of the participants.

3.3.3 Results

A total of 30 participants (58.0% male, 42.0% female) between the ages of 19 and 65
(mean= 31, SD= 11) took part in the experiment. Participants were either company
employees who covered a wide range of occupations or university research members,
mostly in Computer Science. All participated on a voluntary basis.

A typical test took 40 minutes on average to complete. There were two category condi-
tions, basic or complex, and five task conditions that depict the span of the video clip
viewed by the participants. For example, the span of the clips in Task 2 is S4.5. The
30 participants took the five experimental tasks, viewing all 24 videos within each task.
This produced 3600 trials in total. The dependent variable is the accuracy of recognition
measured in percentage of correctly identified mental states.

3Playing the stimuli backward is an equally interesting experiment but tests a different set of hypothe-
ses.
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(a) Basic emotions: the recognition results are ap- (b) Complex mental states: an increase in recogni-
proximately constant across the tasks. tion accuracy is observed, which diminishes as more
segments are added.

Figure 3.8: Experiment 2: Recognition results for each of the tasks for the case of basic emotions
and complex mental states. The recognition accuracies are shown above the bars. Note that the
y-axes start at chance responding (25%).

Table 3.8 displays the data—participant versus task condition—generated in the case
of complex mental states. A similar matrix was generated in the case of basic emotions.
Figure 3.8 summarizes the percentage of correct answers on each task across all the
videos and for all the participants. The results show that:

¢ In the case of basic emotions, shown in Figure 3.8(a), the recognition accuracy is
approximately constant; the mean recognition rate is 74.0% (SD=1.9). Note how
this result is very similar to that obtained in the previous experiment, where the
mean recognition rate for basic emotions recorded there was 71.0%.

¢ In contrast, for complex mental states (Figure 3.8(b)), there is an increase in recog-
nition accuracy with each task as earlier segments are gradually added. This rela-
tionship however is not linear, as more segments are added the observed improve-
ment in recognition tapers off.

¢ For complex mental states, the result of the first task, the baseline condition, in
which participants viewed only the last segment of the video, was 53.6%. Again, this
is comparable to the result of the previous experiment, where the mean recognition
rate for complex mental states was 51.5%. Quite remarkably, the addition of earlier
segments has moved the recognition rate of the complex mental states to a level
comparable to that of the basic emotions (=~ 71.0%).

Statistical analysis of all five tasks

I analysed the results to determine the statistical significance of the difference in recog-
nition results for the five tasks in the case of basic emotions, and in the case of complex
mental states. In this study, the data is the percentage of correct answers reported
for each condition. As explained earlier, the data for this experiment is matched; each
row depicts the percentage of correct answers for a single participant over the five task
conditions. The distribution of the data was not apparent, suggesting the use of a non-
parametric test. Non-parametric tests do not make any assumptions about the distrib-
ution of the data.
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Table 3.8: Experiment 2: The percentage of correct an-
swers scored by each of the 30 participants on all 16 clips
of complex mental states for each of the five task condi-

tions. The tasks are described in Table 3.7.

1 2 3 4 5 Total
1]31.3 62.5 688 688 62.5| 58.8
21563 563 75.0 75.0 813 | 68.8
31438 625 75.0 68.8 813 | 66.3
4| 43.8 813 75.0 875 875 | 75.0
51375 313 438 375 375 | 375
6| 313 625 37.5 56.3 43.8 | 46.3
71 43.8 500 688 81.3 750 | 63.8
8688 875 75.0 875 750 | 78.8
91625 625 688 750 813 | 70.0

10 | 31.3 37.5 688 438 75.0 | 51.3
11 | 43.8 43.8 56.3 50.0 50.0 | 48.8
12 | 688 68.8 87.5 688 75.0 | 73.8
13 | 625 81.3 75.0 625 625 | 68.8
14 | 375 50.0 37.5 625 50.0 | 47.5
15 | 31.3 56.3 50.0 625 625 | 525
16 | 625 81.3 81.3 688 75.0 | 73.8
17 | 50.0 50.0 62.5 813 75.0 | 63.8
18 | 625 75.0 813 875 813 | 775
19 | 50.0 81.3 93.8 75.0 81.3 | 76.3
20 | 56.3 81.3 81.3 875 75.0 | 76.3
21 | 75.0 81.3 81.3 875 875 | 825
22 | 25.0 50.0 75.0 56.3 50.0 | 51.3
23 | 37.5 375 43.8 62.5 625 | 4838
24 | 688 625 87.5 750 875 | 76.3
25 | 375 50.0 56.3 500 625 | 51.3
26 | 56.3 75.0 75.0 625 68.8 | 67.5
27 | 56.3 81.3 87.5 81.3 813 | 77.5
28 | 75.0 813 81.3 87.5 875 | 825
29 | 625 625 75.0 813 625 | 68.8
30 | 56.3 750 75.0 81.3 875 | 75.0
Mean | 50.8 64.0 70.0 704 70.8 | 65.2

Table 3.9: The corresponding ranks for
all five tasks used as input to the Fried-
man rank test: one is the lowest rank,
and five is the highest.

1 2 3 4 5

1] 1 3 5 5 3
2] 2 2 4 4 5
3| 1 2 4 3 5
4| 1 3 2 5 5
5| 4 1 5 4 4
6| 1 5 2 4 3
711 2 3 5 4
8| 1 5 3 5 3
9| 2 2 3 4 5
10| 1 2 4 3 5
11| 2 2 5 4 4
12 | 3 3 5 3 4
13| 3 5 4 3 3
14| 2 4 2 5 4
15| 1 3 2 5 5
16 | 1 5 5 2 3
17| 2 2 3 5 4
18] 1 2 4 5 4
19| 1 4 5 2 4
20| 1 4 4 5 2
21| 1 3 3 5 5
22 | 1 3 5 4 3
23| 2 2 3 5 5
24 | 2 1 5 3 5
25| 1 3 4 3 5
26 | 1 5 5 2 3
271 1 4 5 4 4
28| 1 3 3 5 5
29| 3 3 4 5 3
1 3 3 4 5

Mean | 1.5 3.0 3.8 40 4.1
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Figure 3.9: Mean ranks of the five tasks (720 responses in each) for basic and complex mental
states. A Friedman test on the mean ranks shows a statistically significant difference between the
ranks for the complex mental state. This effect was not observed for the basic emotions.

The Friedman rank test is the test to use in comparing three or more matched groups
of non-Gaussian scores?®. Like other non-parametric tests, it uses the ranks of the data.
The rank of a number is its position relative to other values in a list. The ranks of
the data for complex mental states are shown in Table 3.9. A plot of the mean ranks
across the five conditions for the basic emotions and complex mental states is shown in
Figure 3.9.

The hypotheses for the comparison of three or more matched groups are:

¢ The null hypothesis Hj: the distributions are the same across the five task condi-
tions. In other words, subjects are equally likely to score correctly when presented
with any of the five conditions, and any difference between the results of the five
tasks is due only to chance.

¢ The alternative hypothesis H,: the distributions across the tasks are differ-
ent. The observed difference in recognition is attributed to the effect of the task
condition—the degree of temporal context available—on the ability to discern the
mental state.

The test computes the statistic y> and the probability p that the distributions are the
same across the five task conditions. Since the number of repeated measures, five in
this case, is greater than four and the number of participants is more than 15, the test
statistic y2 under H, can be approximated with a chi-squared distribution. The value of
p is computed as follows: it is the probability under Hj of getting a value greater than
or equal to the observed x2. If p is less than a = 0.05, then it is statistically unlikely
that the difference in recognition between the five tasks was the result of chance. This
is evidence to reject Hy and it is possible to attribute the difference between the results
to H,.

In the case of complex mental states, the results were x> = 53.1 and p = 0.000000001.
Since p is significantly less than «, there is evidence to reject Hy and to conclude that
there is a statistically significant difference between the recognition results of the five
tasks. In the case of basic emotions, the results were x?> = 4.97 for p = 0.29. Since p is
greater than «, it is not possible to reject the null hypothesis and the difference between
the recognition results was deemed statistically insignificant.

4The statistical tests that I have used throughout this dissertation are detailed in Robson’s book on
experimental design [Rob94], and were computed using WinStAT [Win04], a statistics add-in for Microsoft
Excel.
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Statistical analysis of consecutive tasks

Analyzing the results in further detail, I then did a pairwise analysis between consecu-
tive tasks to determine if there is any statistical significance between each pair of tasks
in the case of basic emotions and in the case of complex mental states. The Signed
Wilcoxon Test is the test to use to compare matched pairs of distribution-free scores.
The test assumes that there is information in the magnitudes of the differences be-
tween paired observations, as well as the signs. The hypotheses for the comparison of
each pair of consecutive tasks are:

¢ The null hypothesis Hj: the distributions of the results are the same for the two
tasks.

¢ The alternative hypothesis H,: the distributions across the two tasks are different.
The observed difference in recognition is attributed to adding an earlier segment,
that is, viewing the two segments in the context of each other.

When the number of participants is greater than 10, the Wilcoxon test outputs the Z-
value statistic, which under H; can be approximated with a normal distribution. The
value p denotes the probability under Hy that the distributions are the same across the
two task conditions. If the p-value is less than «v = 0.05, then it is statistically unlikely
that the difference in recognition between the two tasks was the result of chance. This
is evidence to reject Hy and it is possible to attribute the difference between the results
to H,.

To carry out the test, the difference in recognition result is calculated for all the partici-
pants between two consecutive tasks, that is, before and after a new segment is added.
The differences are then ranked by their absolute value. The ranks of positive differ-
ences are summed, so are the ranks of the negative differences. If there is no marked
difference in the results of the two tasks, then one would expect the rank sums for pos-
itive and negative ranks to be the same. The Z-value is a measure of the difference
between the two sets that is based on the rank sums.

At the significance level of o« = 0.05, a pair-wise analysis of the complex mental state
samples shows the following:

¢ An improvement of 13.2% in accuracy moving from the S; condition to S5, Z-
value=-3.77, p = 0.0001. Since p is significantly less than «, there is evidence
to reject Hy and it is possible to conclude that there is a statistically significant
difference between the recognition results of the two tasks.

¢ A smaller improvement of 6.0% is observed between the condition S5 and S35, Z-
value=-2.39 , p = 0.017. Since p is less than «, there is evidence to reject Hy, and to
conclude that there is a statistically significant difference between the recognition
results of S4.5 and Ss.5.

* The percentage improvement between Ss.5 and S5 is almost negligible (0.4%) and
is not statistically significant (Z-value=-0.04, p = 0.97).

¢ The improvement in moving from So.5 to S7.5 is also negligible (0.4%) and statisti-
cally insignificant (Z-value=-0.32, p = 0.75).

Consistent with the Friedman rank test, a pair-wise analysis of the responses of basic
emotions showed negligible improvement between clip spans (mean improvement=2.8%,
SD=0.8) and the differences were not statistically significant.
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Figure 3.10: Distribution of responses for a video labelled as impressed and a summary of the
underlying head and facial displays in the five segments of the video.

3.3.4 Discussion

The starting point of this study was the observation from the previous experiment that
the recognition rate of complex mental states was markedly lower than that of the basic
emotions. The objective of this experiment was to investigate the role of dynamics,
the inter-expression ones in particular, on the recognition accuracy of complex mental
states. To do so, the experiment tested the effect of viewing segments of a video in the
context of other segments. The findings can be summarized as follows:

* Viewing segments of a video in the context of each other yields a significant im-
provement in the recognition accuracy of complex mental states. A similar effect
was not observed for the basic emotions.

¢ Viewing segments of a video in the context of each other boosts the recognition rate
of complex mental states to a level comparable to that of the basic emotions.

¢ The pattern of improvement is not linear with the number of segments: the per-
centage of improvement tapers off as more segments are added.

In order to explain the results consider the following example from the test. The
video is an example of the mental state impressed. The three distractors for that item
were surprised, upset and arrogant. A summary of the head/facial expressions within
each of the five segments and a distribution of responses for this question is shown in
Figure 3.10. During the first task, participants were shown only the last segment of
the video, which was essentially an eye-brow raise. The responses were split between
impressed (56.7% of the responses) and surprised (36.7%). During the second task the
participants were shown the last two segments S5, a head dip followed by an eye-
brow raise. For this task, the recognition rate was 63.3%, an increase of 6.7% from the
previous task. Upon adding the head nod in S5 this jumps to 76.7%, and so on. The
highest recognition rate obtained for this video was 80.0%.

There are three possible explanations for the improvement in recognition seen in this
example. The first explanation is that one of the segments is representative of that
mental state and gives it away. The results of the previous study have already shown



62 CHAPTER 3. FACIAL EXPRESSIONS OF COMPLEX MENTAL STATES

that this is unlikely and does not account for the boost in recognition accuracy. The
second explanation suggests that improvement in recognition is due to the fact that,
with the longer clips, participants are exposed to facial stimuli for a longer duration.
For instance, one could argue that the improvement in accuracy between seeing Ss
and Sys5 is because Sis is the longer clip, and has nothing to do with seeing the
expressions in relation to each other. It would have been possible to manipulate the
presented clips so that they lasted for the same amount of time. Instead, I chose to allow
participants to repeat clips at will until they were satisfied with their answers. This
preserves the integrity of the material being presented while eliminating the impact of
duration. In addition I refer to a number of previous experiments that have specifically
addressed this issue. Experiments by Edwards [Edw98], Kamachi et al. [KBM™01] and
Lander and Bruce [LB03] show that dynamic information embedded in the motion, not
time, is responsible for the differences in expression judgment. Finally, the third and
most plausible explanation is that seeing the facial expressions in the context of each
other accounts for the pronounced improvement. So in the example, it would be the
information embedded in seeing a head dip followed by an eye-brow raise.

3.4 Implications for automated inference of mental states

The studies presented serve as a first step toward developing an automated
mind-reading system. The findings of this analysis are summarized in Table 3.10. They
are presented in the light of existing approaches to automated facial analysis systems.
Their implications for automated inference of complex mental states are also included.

3.4.1 Facial signatures

The theory of basic emotions maintains that each of the basic emotions has a distinct
and universal facial expression [EF71, Ekm92a]. For instance, a smile is typically the
facial signature of happiness. This theory has influenced how automated facial analysis
systems of basic emotions are designed. Most FER systems encode a one-to-one mapping
between facial signals and emotions: each basic emotion is inferred from a single facial
expression that is a strong identifier of it.

As discussed in Section 3.2.4, facial expressions are strong classifiers of emotions only
if one is limited to the set of basic emotions. Once the set is expanded to incorporate
complex mental states, the problem becomes more complex. Facial expressions will
still provide people with cues to discriminate between mental states. However, these
expressions are not distinct, and on their own are weak identifiers of these mental
states, resulting in a low recognition rate. Unlike basic emotions, the facial signals of
each complex mental state encompass multiple asynchronous facial expressions, head
gestures and orientation cues, all of which may occur asynchronously. This confirms the
literature on overlapping facial actions [GSS'88] and on the role of head orientation in
communicating various mental states [Bar94, BRF796, LWB00, CZLKO04]. In terms of
an automated mind-reading system, these findings suggest the use of an ensemble of
head and facial event classifiers.

3.4.2 Facial dynamics

So far, automated FER systems that are dynamic only deal with intra-expression dy-
namics. The second study showed that if the same approach to basic emotions is to be
followed for complex mental states, accounting only for intra-expression dynamics, the
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Table 3.10: The implications of the findings of the two studies for the design of an automated mental
state inference system. The findings are considered in the light of existing approaches to automated
facial analysis systems.

Previous approaches Findings Design implications

¢ 1-1 mapping between facial |e No evidence for the e Use ensemble of weak classifiers of
o | expression classifiers and presence of a key segment | facial expressions and head displays
Tés basic emotions o Facial expressions are (or other modalities)
=) weak classifiers
0
< - - - -
'S | ® Only facial expressions are | e Multiple asynchronous ¢ Incorporate multiple cues
& | considered facial, head, and eye-gaze

cues occur

ol Limited to intra-expression o Inter-expression dynamics |e Implement multi-level temporal
© | dynamics of pre-segmented count in complex mental abstraction (intra- and inter-
% facial expressions states expression dynamics)
=
>
@] * Rate of improvement e Account for two immediately
] diminishes with the amount| preceding segments (equivalent to
e of context considered two seconds of video on the Mind
- Reading DVD)

recognition rate would be at least 20.0% less than that of the basic emotions. The recog-
nition results of complex mental states are significantly improved with the incorporation
of inter-expression dynamics and are comparable to those of basic emotions. This find-
ing strongly suggests accounting for inter-expression dynamics in an automated mental
state inference system, particularly the two immediately preceding segments, which are
equivalent to two seconds of video on the Mind Reading DVD. The results can also be
extended to using a person’s previous mental state in recognizing the current one.

3.5 Summary

This chapter presented a discourse on the facial expressions of complex mental states,
both the affective and the cognitive ones. I undertook two studies to investigate the fa-
cial signatures and dynamics of various mental states. The first study showed that there
were no key segments within a video of a complex mental state that acted as a strong
discriminator of that state; rather, the isolated facial expressions were weak classifiers
of the complex mental states. The second study showed a marked improvement in the
recognition rate of the complex mental states when consecutive head and facial displays
were viewed in the context of each other. There was no similar effect reported for basic
emotions. With inter-expression dynamics the recognition rate of complex mental states
was comparable to that of the basic emotions.

Compared with the facial expressions of basic emotions, the number of studies that
address the facial signals of complex mental states is very limited, so there are many
open research problems one could explore. To start with, the studies could be repeated
with more stimuli that ideally would be sampled from different corpora to determine
whether the results reported here are general characteristics of complex mental states,
or specific to the Mind Reading DVD. Further experiments are needed to investigate in
more detail the signatures and dynamics of a wider range of mental states, with a larger
sample of participants. Finally, it is important to note that even with inter-expression
dynamics, the results obtained for basic and complex mental states reach a mean upper
ceiling of 80%. Further studies are needed to experiment with additional cues beyond
those in the face, such as situational context or the inclusion of other modalities.
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In terms of an automated mental state inference system, the results suggest that an
ensemble of classifiers be used to represent a mental state, and that multi-level temporal
abstraction be implemented to account for the intra- and inter-expression dynamics.
Beyond the implications for automated mind-reading, the findings presented on the
facial expressions of complex mental states can be applied to the design of embodied
conversational agents that perceive the mental states of other agents and humans.

In the next chapter, I draw on the results presented here to introduce a computational
model of mind-reading. I also describe how that general model is implemented in an
automated mind-reading system.
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Chapter 4

Framework for Mental State
Recognition

In this chapter, I present a computational model of mind-reading to address the problem
of mental state recognition. The model uses the theories of how people read the mind
in the face to formulate a mapping between high-level hidden mental states and low-
level observable facial behaviour. Drawing on findings in the previous chapter on the
facial expressions of complex mental states, the model abstracts video input into three
levels. Each level conveys face-based events at different levels of spatial and temporal
abstraction. I also present an overview of the automated mind-reading system. The
system implements the model by combining top-down predictions of mental states with
bottom-up vision-based processing of the face to infer complex mental states from video
in real time.

4.1 Computational model of mind-reading

The framework that I present for mental state recognition draws on the literature of
mind-reading. Mind-reading, described in Chapter 2, is the ability to attribute a mental
state to a person from the observed behaviour of that person. The theory of mind-reading
describes a coherent framework of how people combine bottom-up perceptual processes
with top-down reasoning to map low-level observable behaviour into high-level mental
states. In bottom-up processing, facial expressions exhibit rich geometric and dynamic
properties sufficient to select a corresponding mental state [EFA80, CBM 01, SC01]. In
top-down reasoning, people utilize mental models that map observations of particular
facial configurations to mental state labels [PA03, GS05]. The theory of mind-reading
also considers the uncertainty inherent in the process of reading other people’s minds.
This uncertainty results from the stochastic nature of facial behaviour: people with the
same mental state may exhibit different facial expressions, with varying intensities and
durations.

To simulate the process by which humans mind-read, a computational model of
mind-reading would first have to build or “learn” mappings between mental state
classes and patterns of facial behaviour as observed in video sequences. These
mappings are then used during classification to infer the probability of an incoming
video sequence being “caused” by each of the states.
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Table 4.1: The key characteristics of the computational model of mind-reading.

Characteristic Summary

Probabilistic Bayesian inference framework
Hierarchical video, actions, displays, mental states
Multi-level temporal abstraction  different degrees of temporal detail
Multi-cue integration integration of asynchronous sources

To account for the variability in expressing these states, the patterns underlying any
generic set of mental states are learned from data using statistical machine learning
instead of rule-based methods. In other words, assuming the data exists, the model will
learn a mapping from fast continuous video input to any generic set of slowly changing
discrete mental states. This is crucial given the lack of expert domain knowledge on the
subject. Being data-driven constitutes one aspect of this model of mind-reading. The
rest of the characteristics are summarized in Table 4.1 and are presented in detail in
the sections that follow.

4.1.1 Probabilistic framework

A probabilistic framework provides a principled approach to combine multiple sources
of information and to handle the uncertainty inherent in facial behaviour. Within a
Bayesian inference framework, the relationship between a hidden mental state X; and
observed data D is given by Bayes’ rule as follows:

P(X;|D) = p(XZ-)P](j?]’SX)i) (4.1)

The prior P(X;) represents the belief about mental state i before observing data D.
The likelihood P(D|X;) denotes the probability of data D being generated from mental
state i. The posterior P(X;|D) represents the updated belief about X; after observing
data D. Symbols that denote a set of events are in bold face, while those that refer to
single events are not. D is in bold face since it denotes the set of facial events extracted
from the raw video input.

4.1.2 Hierarchical model

One possible approach to estimate the likelihood P(D|X;) is to define a direct mapping
from the raw video input to the high level mental states. Monolithic models of this
type however, generate a large parameter space, requiring substantial amounts of
training data for a particular user. These models also do not generalize well to new
users or settings, and typical classification accuracies are not high enough for real time
applications [OHGO02]. An alternative approach entails representing raw video input at
multiple levels. In contrast, hierarchical frameworks work well with limited training,
and are more robust to variations in the low-level video input [OHGO02]. They also map
naturally onto the problem domain since many studies suggest that human behaviour
is hierarchically structured such that lower-level units combine to form higher-level
ones [Bir70, ZTO01].

Ideally, a computational model of mind-reading should work with all users, be robust
to variations in facial expressions and generalize well to previously unseen examples of
mental states. To satisfy these constraints, I pursued a multi-level representation of the
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Mental
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Display
level

Action
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Input
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Figure 4.1: Computational model of mind-reading as a multi-level probabilistic graphical model. The
observation is a video sequence portraying facial activity shown at the bottom. The three levels are for
spatially and temporally abstracting the video. Action-level : Z = {Z,,..., Z.} represents z head or
facial action events, each extracted from five frames. The actions are based on the FACS AUs [EF78].
Display-level : Y = {Y1,...,Y,} represents y head/facial display events, each spanning a sequence
of t actions. Mental state-level : X = {X;,..., X} represents 2 mental state classes each derived
from observations of head/facial displays accumulated over a span of two seconds. Solid arrows
indicate probabilistic influence, dashed arrows denote temporal influence. Shaded nodes are fully
observable. Note: some of the arrows have been left out of the figure for simplification.
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Figure 4.2: A video stream is abstracted spatially into head rotation on three axes and facial
components. Each spatial abstraction is described by a number of actions. The actions are in
turn abstracted into displays and mental states. The displays present in a model of a mental state
are determined by a feature selection mechanism. For clarity, the displays of only two mental states
are shown. Figure 7.9 shows the displays present in each of the six mental states.

video input. Figure 4.1 shows the computational model of mind-reading represented as
a multi-level probabilistic graphical model (PGM).

PGMs such as Dynamic Bayesian Networks (DBNs), complement probability theory by
allowing for the representation of prior knowledge of the causal probability and con-
ditional independence among events in a system in the form of a probabilistic graph.
Directed arcs between events capture probabilistic influences. Note that in a hierar-
chical model each level only influences the one below it, so the parameters are greatly
simplified. In my model, video input is abstracted into three levels, each conveying face-
based events at different granularities of spatial and temporal abstraction. On each
of the levels, more than one event can occur simultaneously. A bold-face symbol rep-
resents the entire set of events at any one level, normal-face symbols with subscripts
denote specific events. The specific time, or time range, of an event is given in square
brackets []:

e Head and facial actions: The first level of abstraction models the basic spatial
and motion characteristics of the face including the head pose. These are described
by z facial events Z = {Z,...,Z.}, where each event represents some spatial ab-
straction, and describes the underlying motion of that abstraction across multiple
frames. Figure 4.2 summarizes the z = 15 spatial abstractions currently supported
by the model. These are head rotation along each of the three rotation axes—pitch,
yaw and roll—and lips, mouth and eyebrow facial components. The motions are
described by FACS AUs [EF78], which are the building blocks of facial activity. For
example, Z;[t] may represent the head pose along the pitch axis at time ¢; the pos-
sible values of Z; are {AU53, AU54, null}, which represent a head-up, head-down or
neither. Note that the non-additive AUs that are also supported are not shown in
Figure 4.2.

* Head and facial displays: Head and facial actions are in turn abstracted into
y = 9 head and facial displays Y = {Y7,...,Y,}. Displays are communicative fa-
cial events such as a head nod, smile or eyebrow flash [Fri92]. I refer to these
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communicative conjunctions of facial behaviour as displays rather than expres-
sions to avoid automatic connotation with the facial expressions of basic emo-
tions. Each display is described by an event that is associated with a particular
spatial abstraction as in the action level. Like actions, display events can occur
simultaneously. The term P(Y}[t]) describes the probability that head/facial dis-
play event j has occurred at time ¢. For example, Y7 may represent the head
nod event. P(Yi[t]|Z1[1:t]) is the probability that a head nod has occurred at
time ¢ given a sequence of head pitch actions. If a head nod event occurs, a se-
quence of alternating head-up, head-down actions, or some variation of that, such
as {Z1[1] = AUB3, Z1[2] = AUS4, ..., Z;[t] = AU53} would be observed.

* Mental states: Finally, at the topmost level, the model represents x = 6 mental
state events {X,..., X, }. For example, X; may represent the mental state agree-
ing; P(X1[t]) is the probability that agreeing was detected at time ¢. The probability
of a mental state event is conditioned on the most recently observed displays and
previous inferences of the mental state: P(X;[t]|Y[1 : t], P(X;[1: ¢t — 1])). Note that a
separate classifier is constructed for each of the x mental states, rather than having
only one classifier with x possible values. Having a classifier for each class means
that the system can represent mental states that may co-occur.

4.1.3 Multi-level temporal abstraction

Several studies demonstrate how facial expressions are temporally structured in a
way that is both perceptible and meaningful to an observer [Edw98, KBM 01, SCO01,
KRKO03]. The experiment in Chapter 3 on the facial dynamics of complex mental states
showed the importance of incorporating inter-expression, as well as intra-expression
dynamics to boost recognition results. Accordingly, each of the three layers is defined as
a dynamic classifier where current events are influenced by previous ones. In addition,
each level of the model captures a different degree of temporal detail based on the
physical properties of the events at that level. The observation (input) at any one level
is a temporal sequence of the output of lower layers. Hence, the higher the level, the
larger the time scale, and the higher the level of abstraction.

The automatic estimation of time scales of events from data is a challenging problem.
Possible solutions include searching for the most likely time scale [WBC97, WCPO0O0],
using the temporal structure of events to automatically segment a sequence [WPGO01]
or synchronizing with other co-occurring events and context cues [Hoe04]. To deter-
mine the time scale of each level, I draw on the characteristics of the videos on the
Mind Reading DVD and the results of the experiment in Chapter 3 on the facial dynam-
ics of complex mental states:

* Head and facial actions: To determine the time scale of head and facial actions,
I timed the temporal intervals of 80 head-up (AU53) and 97 head-down (AU54) mo-
tions in head nod gestures. The head nods were sampled from 20 videos by 15 people
representing a range of complex mental states such as convinced, encouraging and
willing. Figure 4.3 shows that purposeful head-up and head-down movements in a
head nod lasted at least 170 ms. This result is similar to the literature on the kine-
matics of gestures [Bir70, DV01]. Accordingly, I have decided that facial or head
actions (later referred to simply as actions) are abstracted as spanning five video
frames at 30 fps (approximately 166 ms).
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Figure 4.3: Distribution of head-up and head-down durations in head nod gestures.

e Head and facial displays: Recall from Chapter 3 that the videos from the
Mind Reading DVD were segmented into clips containing single head and/or facial
displays (later referred to as displays) that were approximately one second long.
Accordingly, the time scale of a single display is 30 frames at 30 fps, or six actions.
The output progresses one action at a time, that is, every 166 ms.

¢ Mental states: Recall from Chapter 3 that two seconds is the minimum time
required for a human to reliably infer a mental state; video segments of less than
two seconds result in inaccurate recognition results. I chose to sample these two
seconds (60 frames) using a sliding window of 30 frames, sliding it six times, five
frames at a time. In display units, the sliding window spans one display and
progresses six times one display at a time to constitute a mental state.

In a sense, each layer performs time compression before passing data upward. For
instance, a video of 160 frames at 30 fps is described in terms of 33 instances of
head/facial actions, 27 instances of head/facial displays and 22 mental state inferences.
The temporal relationship between each of the levels is summarized schematically
in Figure 4.4(a). A matrix representation of the output of each of the levels, which
constitutes the input to the next level up, is shown in Figure 4.4(b).

4.1.4 Fusion of multiple cues

When mind-reading, people make considerable use of a variety of communication chan-
nels and context cues in a complementary and redundant manner to interpret facial
expressions [Wal91, BY98, Edw98]. These include information conferred from head and
facial behaviour, other modalities and context cues.

To exploit the information available from the different head and facial components, a
mental state classifier treats each of the display classifiers as a separate information
source. The assumption is that displays are independent of each other. For example,
a head nod and a smile are independent given mental state agreeing. The resulting
mental state model—known as a Naive Bayes model—can be seen as an ensemble of
classifiers. This means that each of the display classifiers can be trained independently
of each other and combined based on their joint performance on some training data.
Thus, mental state i influences y displays as follows:

P(Y1,...,Y,|X;)
P(Y1,....Y,)

P(X;Y1,...,Yy) = P(X;)
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Figure 4.4: Multi-level temporal abstraction in the computational model of mind-reading.

Assuming conditional independence between displays, the joint distribution over all of
the displays is factored into the product: P(Y1,...,Yy|X;) = [[; P(Y;|X;), where P(Y;|X;)
is the conditional distribution of display j given its parent, the mental state . The Naive
Bayes classifier yields surprisingly good results in many classification problems even
though the independence assumption usually does not reflect the true underlying model
generating the data. Domingos and Pazzani [DP97] explore the conditions for the opti-
mality of the Naive Bayes classifier and show that under zero-one loss (misclassification
rate) the classifier’s region of optimal performance is far greater than that implied by
the independence assumption. It is also possible to selectively choose those sources that
are most informative to a particular mental state. Because expert domain knowledge on
complex mental states is limited, automatic model selection is needed to find the head
and facial displays that are the most discriminative of each mental state. Model selec-
tion is described in Chapter 7. Within a Bayesian framework, efficient algorithms are
available to incorporate new observations in the network.

4.2 Overview of the automated mind-reading system

The automated mind-reading system implements the computational model of
mind-reading by combining bottom-up, vision-based processing of the face with
top-down, predictions of mental state models to interpret the meaning underlying some
head/facial signal. The idea is to use the system as a means for understanding and
responding to a user’s mental state in a natural computing context. Each level in the
hierarchical model maps to a major component in the implementation of the system.
The major training and inference stages of the system at each level are summarized in
Algorithm 4.1.
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Algorithm 4.1 Overview of training and inference stages of the mind-reading system

Extraction of head and facial actions

Offline: Derive motion, shape and colour models of head/facial components
1. Track feature points
2a. Estimate the head pose — Extract head action units

2b. Extract facial features — Extract facial action units
Recognition of head and facial displays

Offline: Train display HMMs

1. Accumulate six actions for each display HMM
2. Input actions to display HMMs

3. Output likelihood for each display

4. Quantize output to binary
Inference of complex mental states

Offline: Learn model parameters and select best model structure

1. Slide the window of display-observations 6 times, 1 display at a time.

2. Input observations and previous mental states to DBN inference engines
3. Output the probability of each mental state

4, Classify output into the most likely mental state (if needed)

4.2.1 Assumptions and characteristics

The automated mind-reading system draws on research in several open machine vision
problems. Examples include head pose estimation, feature tracking under varying
illumination conditions and 3D pose, and dealing with occlusion. To focus on the
principal challenge that this dissertation addresses—the inference of complex mental
states in video—I apply state-of-the-art machine vision and machine learning methods
with few modifications to implement each level of the system. I also make several
simplifying assumptions: 1) the face is assumed to be frontal or near-frontal in the video,
although the pose can vary within this view, 2) the lighting conditions are reasonable,
and 3) there is no occlusion of the face or facial features.

In addition to complex mental state recognition, the implementation of the system has to
satisfy several functions for use in natural computing contexts. These are summarized
in Table 4.2. To start with, the system accounts for rigid head-motion while recognizing
meaningful head gestures. The implementation of facial action recognition is robust to
intra-class variations that arise from rigid head motion. Second, the system is user-
independent, yielding reliable results with new users without the need for re-training
or calibration. Third, the system requires no manual preprocessing or segmentation
of frames in a video. Fourth, the system executes in real time. In the context of
mind-reading, real time means that facial events are processed as they occur at minimal
latency. The latency is the difference between the instant a frame is captured and
the time when the system infers the mental state, and should be comparable to the
time it takes humans to mind-read. The system is also unobtrusive in that no special
equipment or face-markers are required.



4.2 OVERVIEW OF THE AUTOMATED MIND-READING SYSTEM 73

Table 4.2: The key characteristics of the automated mind-reading system.

Characteristic Summary

Complex states supports cognitive and affective (complex) mental states
Head-motion accounts for rigid head motion while recognizing head gestures
User-independent  new users, no calibration

Fully-automated no pre-processing or segmentation of video needed

Real time events processed as they occur

Unobtrusive no special equipments, no face-markers required

4.2.2 Implementation of the three levels

The characteristics listed in Table 4.2 governed my choice of implementation methods
at each of the three levels of the automated mind-reading system. The action level is
described in Chapter 5. Feature points are first located and tracked across consecutive
frames using FaceTracker [Fac02], part of Nevenvision’s facial feature tracking SDK.
The co-ordinates of these points are then used to extract head actions and facial actions.
The training phase at this level involves deriving the head pose and facial feature
models. This is a time-consuming task because to incorporate a new head/facial action,
one would have to design the corresponding dynamic model. An alterative approach is
to use Gabor wavelets as in Littlewort et al. [LBFT04b]. Though feature independent,
Gabor wavelets are less robust to rigid head motion and require extensive, sometimes
manual, alignment of frames in a video sequence.

The head and facial displays (Chapter 6) are implemented as Hidden Markov Models
(HMMs). These are essentially a quantization of a system’s configuration space into a
small number of discrete states, together with probabilities for the transitions between
these states. The training phase at this level involves defining and training an HMM
for each of the supported head and facial displays. HMMs are a good choice of classifiers
for representing and classifying displays because they encode the temporal regularity
inherent in the head/facial actions that constitute these displays.

The output of the display level forms the observation vector or evidence for the mental
state models. At the mental state level (Chapter 7), a DBN is trained for each mental
state class from example videos and prior domain knowledge. DBNs are a good choice
because they act as an ensemble of classifiers fusing multiple asynchronous information
sources over multiple temporal scales.

4.2.3 Inference framework

While training is done off-line during a one-off process, inference is done in real time.
A procedural description of how inference is carried out in the automated mind-reading
system in shown in Figure 4.5. When a previously unseen video is presented to the sys-
tem, processing proceeds bottom-up, combining the top-down models that are learned
from training data for classification of the facial event. The inference framework is
implemented as a sliding window, so head/facial action symbols, head/facial displays
and mental state inferences are output approximately every 166 ms. The exception
is the first instance of display recognition, which occurs at time one second when
six head/facial actions have been accumulated, and the first instance of mental state
inference, which occurs at two seconds. The levels execute simultaneously and facial
actions are incorporated for mental state inference as soon as they occur. The cate-
gorization of mental states early enough after their onset ensures that the resulting
knowledge is current and useful to target applications.
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Figure 4.5: Procedural description of inference in the automated mind-reading system.

4.3 Automated mind-reading software

Auto-MR is the software that I have developed to code the functionality of the automated
mind-reading system. Auto-MR has two modes of execution: an online and an off-line
mode. In the online mode, the input is a live stream of video: users interact with the
system by exhibiting various head and facial expressions and the system processes
and recognizes these displays in real time. In the off-line mode, pre-recorded video
sequences in Audio Video Interleave (AVI) format are presented to the system. Facial
events are recognized and displayed to the monitor as they are processed and are also
saved on disk for further analysis.

4.3.1 Hardware setup

Figure 4.6 illustrates the current
setup of the online mode. A commer-
cial digital camcorder is connected to
a desktop machine. The camcorder
is mounted at monitor level at a dis-
tance of approximately 120 cm from
the user. The camera is situated such
that it has a frontal view of the user’s
face, even though the user’s pose may
vary within this view. Typically, the
video is captured at 30 fps and the
frames are presented to the system in Figure 4.6: Hardware setup of Auto-MR.

real time. I have also used the system

with a webcam, in which case the ac-

curacy of tracking drops because of the lower frame rate and resolution. The system
is unobtrusive in that the user is not required to wear any tracking device and no spe-
cial markers on the user’s face are needed to interact with the system. Although the
current implementation of the system is on a conventional desktop machine, it could be
theoretically extended for use with mobile devices such as camera phones.
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4.3.2 User interface

The idea behind implementing the in-
terface of Auto-MR was to provide re-
searchers with some feedback about
the processing that is taking place
at the different levels of automated
mind-reading. 1 started by imple-
menting the single-frame view. In
that view, a snapshot of the state of
the system is taken at a single point
in time ¢ and drawn to the screen
(Figure 4.7). The frame number being
processed is written at the top-left of
the screen. The current video frame
is drawn to the center of the screen
and the localized feature points and extracted features are overlayed on the frame. The
amount and verbosity of the overlay can be tuned based on the needs of the user/target
application. The probability P(Y[t]) of the head/facial display events at the current time
are shown by vertical bars to the left of the frame. The length of the bar is proportional
to the probability and is colour-coded to indicate the degree of confidence. The proba-
bility P(X;[t]|]Y[1 : t], P(X;[1 : t — 1])) of the mental states at the current time are shown
horizontally by circles above the frame. Like the vertical bars, the size of a circle is
proportional to the probability and is colour-coded to indicate the degree of confidence.
This view is updated in real time with every new frame in the video stream.
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Figure 4.7: The single-frame view in Auto-MR.
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Figure 4.8: The temporal view in Auto-MR shows the mental state inferences, P(X[1 : ¢]) over the
course of a video.

The single-frame view, while detailed, does not encode any temporal information. In
particular, it does not show how the mental state inferences progress over the course
of a video stream. Hence, I implemented another output view that shows the history
of inferences up to the current time: P(X[1 : ¢]|Y[1:¢], P(X[1:¢—1])). An example of
this view is shown in Figure 4.8, with a thumbnail of the snapshot shown in Figure 4.7
superimposed to show its position in the video.

In addition, a menu-bar allows the user to toggle back and forth between the live and
the pre-recorded mode of Auto-MR. In the live mode, the user can start and stop the
system, and can also play the video in a non-processing mode to adjust the view. In the
pre-recorded mode, a standard Windows interface allows the user to select video-files
for the system to process.
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4.3.3 Structure of the software

Figure 4.9 shows the architecture of Auto-MR. All the modules, with the exception of
the DBN, are implemented in C++ using Microsoft Visual Studio.NET 2003 as a single-
windowed application. All data processing and event handling are done within a single
document class, which maintains all state information, while one or more view classes
are responsible only for presenting the information provided by the document visually
within a GUIL

The online and off-line frame grabbers extract a frame from the video stream, which
is processed by the feature point tracker, FaceTracker. The localized feature points
are then used by the head pose estimator and facial action extraction module. The ac-
tions are then passed onto the display recognizers. I have used Myers’ HMM software
[Mye94], a C++ implementation of HMMs used mainly in speech recognition to imple-
ment display recognition, and I integrated it with the rest of Auto-MR. In terms of data
dependencies, a generic face-model needs to be made available to Facetracker along
with the parameters of all the trained models. The trained models can be learned at the
beginning of a system run or can be loaded from disk.
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Figure 4.9: Structure of Auto-MR.

The mental state DBNs are implemented using the Bayes Net Toolbox (BNT) [Mur01],
an open-source Matlab package for directed graphical models. Even though the rest of
the automated mind-reading software has been implemented directly in C++, I decided
to use BNT nonetheless for its simplicity and power in representing DBNs. Also at
the time of implementation, BNT was the only available package for graphical models
that made the source code available and supported DBNs. The integration between the
display level and the mental state level is done through intermediate file-outputs.

The application is coded as a sliding window to incorporate event-history in an efficient
way. Other than basic efficiency considerations, AutoMR has not been optimized for speed
or for variations in recording conditions.
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4.4 Discussion

The proposed framework for mental state recognition describes several contributions
compared with existing facial analysis systems. First, using the theory of mind-reading
as the basis for the representation and inference of complex mental states is a novel
approach to the problem of mental state recognition. Secondly, the resulting computa-
tional model of mind-reading is biologically inspired: it combines bottom-up perceptual
vision processes with top-down reasoning to map observable facial behaviour to hidden
mental states. Third, the model also represents facial expression events at different
time granularities, simulating the hierarchically structured way with which humans
perceive the behaviour of others [ZTI01]. Fourth, this multi-level abstraction accounts
for both intra-expression and inter-expression facial dynamics.

The computational model of mind-reading enjoys several characteristics that, as shown
in Chapter 8, yield favourable results. Being hierarchical, higher-level classifiers are
less sensitive to variations in the lower levels because their observations are the outputs
of the middle classifiers, which are less sensitive to variations in the environment. The
multi-level representation also means that the dimensionality of the state space that
needs to be learned from data is much smaller than that of a corresponding monolithic
model. This results in more robust performance in cases of limited training data. In
addition, with each of the layers being trained independently, the framework is easier
to interpret and improve at different levels. For instance, one could retrain the action
level—the most sensitive to variations in the environment—without having to retrain
any other level in the hierarchy.

By combining dynamic modelling with multi-level temporal abstraction, the model fully
accounts for the dynamics inherent in facial behaviour. In addition, by selecting the
most informative observation channels for each mental state, inference is specialized
and very efficient. The probabilistic framework for inference means that it is possible to
monitor how the probabilities of the mental states progress over time. This information
is valuable for directing the response of applications.

In terms of implementation, the automated mind-reading software is user-independent.
This is achieved by training each layer independently of the others so that the higher-
level mental state models are completely independent of the facial physiognomies in the
video. It is also one of the few automated facial analysis systems that account for rigid
head motion while recognizing meaningful head gestures.

Finally, it is fairly easy to compose large Bayesian network models by combining sub-
graphs. This makes it possible to reuse and extend modelling components without re-
training an entire model for each new problem, making it possible to extend the model
to more mental state concepts, facial actions and displays, even other modalities and
context cues.

The model however, makes a number of simplifying assumptions in the representation
of facial events. First, the model is a Naive Bayes model that assumes that displays
are conditionally independent of each other given the mental state. In some cases, this
may not be entirely true, as in the case of a head nod and a head shake, which are
mutually exclusive. Second, the causal relationship between mental states is also not
represented. For instance, the mutual exclusiveness of the agreeing and disagreeing
mental states is not currently accounted for by the model. Finally, the specific proba-
bilities output by the HMMs are quantized to binary, which in turn results in loss of
detail. These assumptions have been made in an attempt to favour real time execution
over an accurate generative model. As mentioned earlier, a Naive Bayes Model, though
simplified, is amenable to efficient learning and inference.
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4.5 Summary

In this chapter I have described a computational model of mind-reading as a novel
approach to the learning and inference of complex mental states. The computational
model of mind-reading, and an overview of its implementation in a fully automated,
real time system were presented. The model is hierarchical where each level captures
a different granularity of spatial and temporal abstraction. To represent mental states
from video, facial components and head pose models are defined. The relationships
between these components, both spatially and temporally, constitute the models of
complex mental states. Inference is then performed within a probabilistic Bayesian
framework.

The computational model of mind-reading is a general framework that depicts how
observed behaviour are combined to infer mental states. It is therefore not tied to a
specific implementation of the event-classifiers at each level of the model. To verify
the model, I have developed an automated mind-reading system that implements the
computational model of mind-reading. The system combines bottom-up, vision-based
processing of the face with top-down predictions of mental state models to interpret the
meaning underlying video input. The system is designed to be fully automated, user-
independent, and to execute in real time, making it suitable for application in HCI.

The following three chapters of this dissertation describe each of the levels that consti-
tute the automated mind-reading system in detail.
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Chapter 5

Extraction of Head and Facial
Actions

Head and facial actions make up the bottom level of the computational model of
mind-reading. They encode the basic spatial and motion characteristics of the head
and facial features in video input. This chapter discusses the extraction of head and
facial actions from a video stream, and shows how the approach adopted is suited to a
system that is required to be automated, real time, and user-independent.

5.1 Face model

A number of studies have shown that the visual properties of facial expressions can be
described by the movement of points belonging to facial features [EF78, Bru86, PR00Oa].
These feature points are typically located on the eyes and eyebrows for the upper
face, the lips and nose for the lower face. Figure 5.1 illustrates the 2D face model
of the 25 feature points used throughout this work. By tracking these feature points
over an image sequence and analyzing their displacements over multiple frames, a
characteristic motion pattern for various action units (AUs) can be established. Cohn
et al. [CZLK99] have shown that the results of automated extraction of AUs using
methods based on feature point tracking match that of manual FACS coding [EF78].

Table 5.1 describes how the head AUs that are currently supported are measured. These
are divided into different “sensing” channels based on rotation axis. Table 5.2 describes
the facial AUs, which are grouped into lip, mouth and eyebrow sensors. Of the complete
list of AUs in FACS, I have chosen those that were straightforward to identify and that,
through observation, I deemed relevant to the mental states on which I chose to focus.
As explained throughout the chapter, the measurements I describe for the lips and
mouth AUs are more precise and more robust to rigid head motion compared to similar
measurements that also use feature-point tracking. The table includes both additive
and nonadditive facial AU combinations. In a nonadditive combination, the resulting
facial action has a different appearance altogether than the individual AUs, and hence
requires an analysis rule of its own. For instance, the combination of a lip corner pull
(AU12) with the lips parted (AU25), has a different appearance from either AUs when
occurring singly.
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Figure 5.1: 2D model of the face. The 22 feature points defined by FaceTracker are shown as a H.
For example, P, is the right pupil; points that are extrapolated are shown as a %. For example, P,
is the left outer eyebrow.

Table 5.1: Head AUs. The measurements refer to feature points on the 2D face model in Figure 5.1.
The examples are from the Mind Reading DVD [BGWHO04].

Sensor | AU | Description Example Measurement
51 | Head turn left
Yaw Ratio of left to right eye widths
. PoPio
52 | Head turn right P11Pro
53 | Head up
Pitch Vertical displacement of nose tip
Pyt —1,t
54 | Head down 1l X
55 | Head tilt left
Roll Angle of line Py Py
ith horizontal axi
56 | Head tilt right With horizontal axis
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Table 5.2: Facial AUs. The measurements refer to feature points on the 2D face model in Figure 5.1.
The examples are FACS-coded image sequences from the Cohn-Kanade database [KCTO0Q] of facial
expressions. Symbols are as follows: ¢ is the threshold for lip motion n,,n, are the number of
aperture and teeth pixels within the mouth polygon; ¢, ¢, minimum amount of aperture and teeth.
As explained throughout the chapter, the measurements described here for the lips and mouth AUs
are more precise and more robust to rigid head motion compared to similar measurements that also
use feature-point tracking.

Sensor AU Description Example Measurement

12 Lip corner pull

Increase in polar distance

Lips 20 | Lip stretch (AP + APg)[0.1] > ¢
18 Lip pucker Decrease in polar distance < —c
26 Jaw drop
27 Mouth stretch Significant presence of aperture

(Na = n7) A (Mo > Ca)

Lip corner pull and

12427 | houth stretch
Mouth
19495 Llp corner pull and
lips part
Lip stretch and
20+25 lips part Significant presence of teeth
Nr 2 Cr
Lip stretch and jaw
20+26 drop
25 Lips part No +nr =0
1 Inner brow raise
Eyebrows Increase in eye-eyebrow distance

149 Brow raise (P11 Py + Py Pi7 + PiaPog)[t — 1,
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Figure 5.2: Procedural description of facial and head action extraction from video. On each frame,
feature points are located and tracked. If successful, head and facial AUs are identified and accumu-
lated over a time span of 166 ms after which a vector Z[¢t] of z action symbols is output. Whenever
6 consecutive symbols of each action have been accumulated, display recognition (Chapter 6) is
invoked.

Figure 5.2 shows a procedural description of head and facial action extraction. On each
frame of a video, feature points are located and tracked. If successful, head AUs are
identified along each rotation axis. Shape and colour models of face components such
as the lips and mouth are used to identify the underlying facial AUs. As mentioned in
Chapter 4, the AUs are analysed over 5 consecutive frames in a video sampled at 30 fps.
The output Z[t] is a vector of z head and facial action symbols at time ¢. Whenever ¢ = 6,
the vector of consecutive actions Z[1 : 6] is presented to the next level of the system:
display recognition (Chapter 6).

5.2 Interface to FaceTracker

For feature point tracking I use FaceTracker [Fac02], part of Nevenvision’s facial feature
tracking SDK. FaceTracker uses a generic face template to bootstrap the tracking
process, initially locating the position of 22 facial landmarks (shown as B in Figure 5.1).
To track the motion of the points over a live or recorded video stream, the tracker uses
a combination of Gabor wavelet image transformations and neural networks. While
tracking proceeds on 2D video input, a learned 3D model of the human face is used to
correct tracking errors and cope with pose variations. In the event that the tracking
process fails, as in a sudden large motion of the head, tracking is delayed for 5 ms before
re-attempting to locate the feature points.

FaceTracker deals with a wide range of face physiognomies and skin colour, and tracks
users that wear glasses and/or have facial hair. The tracker also deals with non-initial
neutral frames, a key feature that most other existing tracking systems do not currently
support. Figure 5.3(a) shows examples of initial frames on which the tracking system
correctly localizes the feature points. These frames include non-frontal poses and a
variety of expressions such as a smile. However, the tracker will still fail to locate
feature points under certain conditions such as those shown in Figure 5.3(b).
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(a) Initial frames on which FaceTracker correctly locates facial landmarks. Note that the frames are of
non-neutral expressions and non-frontal poses. Also note the range of facial physiognomies, age range and
skin colour that the tracker is able to deal with.

(b) Initial frames on which FaceTracker fails to locate facial landmarks.

Figure 5.3: FaceTracker’s localization of facial landmarks for a variety of initial frames. The frames
are extracted from videos from the Mind Reading DVD.

The tracker is also robust to a wide range of magnitude and velocity of in-plane and
out-of-plane rigid head motion. Natural human head motion ranges between 70 — 90°
of downward pitch, 55° of upward pitch, 70° of yaw (turn) and 55° of roll (tilt) [Kur03].
Out of this range, the tracker supports up to 50°, 45° and 30° of pitch, yaw and roll
respectively subject to factors such as changes in illumination, the underlying facial
expression and velocity of rigid head motion.

Through experimentation, I found that the FaceTracker is able to correctly track videos
with head rotation speed of up to 4° per frame and translation of up to 20 pixels per
frame. At 30 fps this accounts for most naturally occurring facial expressions, except
for severe and sudden jerkiness, which is infrequent in most typical HCI contexts.
Figure 5.4 shows examples of the robustness of FaceTracker to different degrees and
velocities of in-plane and out-of-plane head motion. Figure 5.4(a) shows selected frames
from a video that has up to 7° of pitch, 26° of head yaw and 16° of head roll, at a
maximum angular velocity of 2° per frame. Figure 5.4(b) has up to 16° of pitch, 20°
of head yaw and 20° of head roll, at a maximum angular velocity of 1.5° per frame.
Rigid head motion also typically occurs as a combination of motion along all three
rotation axes, as is evident in the examples in Figure 5.4. This contrasts with the
highly controlled head motion patterns that are prevalent in existing facial expression
databases such as the Cohn-Kanade database [KCT00].

Figure 5.5 shows examples when feature point tracking fails. In Figure 5.5(a), the video
has up to 32° of pitch, 10° of head yaw and 15° of head roll, at a maximum angular
velocity of 6° per frame. Tracking is successful up to frame 21. Between frames 22 and
25, when the head pitches downward at a velocity of 6° per frame, the lower, then upper,
feature points are gradually lost. Similarly, Figure 5.5(b) shows selected frames from
a video that has up to 23° of pitch, 24° of head yaw and 9° of head roll, at a maximum
angular velocity of 3° per frame. Tracking is successful up to frame 100. Between frames
100 and 108 the feature points are gradually lost.
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(a) Selected frames from a video that has up to 7° of pitch, 26° of head yaw and 16° of head roll, at a
maximum angular velocity of 2° per frame. The video (30 fps) shows the mental state undecided from the
Mind Reading DVD.

(b) Selected frames from a video that has up to 16° of pitch, 20° of head yaw and 20° of head roll, at a
maximum angular velocity of 1.5° per frame. The video (30 fps) shows the mental state unsure, from the
CVPR 2004 corpus.

Figure 5.4: Robustness of FaceTracker to a combination of in-plane and out-of-plane rigid motion
and angular velocity of the head.

FaceTracker is accessed through an SDK referred to as a Core Technology Interface.
The interface allows the position of the landmark points to be queried and provides an
interface to the actual video stream. To start the tracking process, a tracker object is
created and the 22-point face model files are loaded. Once a tracker object is instantiated
and initialized, an observer class generates a number of events whenever a new video
frame is present or new landmark positions are available.

5.3 Additional feature points

In addition to the 22 facial landmarks output by FaceTracker on each successful frame,
I define three points that are calculated on each frame: the anchor point A and two outer
eyebrow points (P3 and P»4). These were shown on Figure 5.1 as a %.

5.3.1 Anchor point

The anchor point A serves a center of projection for the face; it is a 2D projection of the
point around which the head rotates in 3D space. The point remains stable with respect
to the face and is independent of the deformation of facial features. Algorithm 5.1
describes how the anchor point is localized on the initial frame and calculated on
subsequent frames. The anchor point is initially defined as the midpoint between the
two mouth corners when the mouth is at rest, and is at a perpendicular distance d
from the line joining the two inner eye corners L.,.;. In subsequent frames the point
is measured at distance d from L.,.s (Figure 5.6). The anchor point is, by definition,
insensitive to in-plane head motion (head rolls) and is also resilient to a range of out-of-
plane head motion. With head pitch motion, the midpoint of the distance d on L coincides
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(a) Selected frames from a video that has up to 32° of pitch, 10° of head yaw and 15° of head roll, at a
maximum angular velocity of 6° per frame. Tracking is successful up to frame 21. Between frames 22 and
25, when the head pitches downward at 6° per frame, the lower, then upper, feature points are gradually
lost. The feature points are completely lost starting frame 25. Note how due to speed of motion the frames
are out of focus. The video (30 fps) shows the mental state decided.

(b) Selected frames from a video that has up to 23° of pitch, 24° of head yaw and 9° of head roll, at a
maximum angular velocity of 3° per frame. Tracking is successful up to frame 100. Between frames 100
and 108 the feature points are gradually lost. Frame 109 onwards tracking is unsuccessful. The video
(30 fps) shows the mental state cheated.

Figure 5.5: The effect of the degree and velocity of rigid head motion on the performance of
FaceTracker. The videos are from the Mind Reading DVD.

with the hypothetical point around which the head pitches upward or downward. Hence
the effect is similar to that of a perspective transformation. The current version of the
localization algorithm does not account for scale variations within a video sequence,
although it is possible to normalize the distance d against changes in the length of L.
Because facial actions need to be resilient to intra-class variations that arise from rigid
head motion, the anchor point serves as a good reference point for shape-based analysis
of lower face actions, including asymmetric ones. The use of the anchor point in the
extraction of facial actions is described in more detail in Section 5.5.

The anchor point has several advantages over other common centers of projection, such
as the nose tip. It lies on the same plane of other facial features. It is more robust
to occlusion of the lower face typically caused by the hand being placed in front of the

Figure 5.6: Example of anchor point on initial and subsequent frames of a video.
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Algorithm 5.1 Anchor point localization

Objective: Calculate the initial and subsequent locations of anchor point A

Given: The set of 22 localized feature points {P;}?2; at frame ¢ and the line Leyes
connecting the two inner eye corners P and P;;, where the midpoint of L. coincides
with the nose root P;

On initial frame:

Let L,,oun be the line connecting the mouth corners P; and Py
Drop a line L from P3 such that L 1 Ly
A is initially where L intersects L,,u:1, at a distance d from Py

On subsequent frames: A lies on L at a distance d from P;

mouth, because it is computed using feature points in the upper face region. The eye
corners and lip corners, which are used in the computation of the anchor point, are
generally easier to track on the face than is the nose tip. This is due to their physical
appearance typically having more colour contrast, regardless of ethnicity, than the nose
tip. Finally because the anchor point lies in the middle of the mouth, the polar distance
from the anchor point is particularly well suited to capturing the lip corner deformation
(lip corners move out and up, out and down or inward).

5.3.2 Outer eyebrow points

The default face template of FaceTracker locates and tracks only the inner and central
eyebrow points. I use the height of the inner eyebrow points, measured from the inner
eye corners to extrapolate the location of the outer eyebrow points measured from the
outer eye corners.

5.4 Extraction of head actions

With the exception of a few facial expression analysis systems such as Colmenarez et al.
[CFH99] and Xiao et al. [XKCO02], the problem of rigid head motion is avoided altogether
by requiring subjects to limit their head movements strictly. This is an unrealistic
assumption because head movements occur frequently in spontaneous interactions.
More importantly, head gestures and head orientation, like facial expressions, play a
prominent role in communicating social and emotional cues [CLK™02, LWB00]. Hence,
one of the objectives in implementing the automated mind-reading system, was to
extract head actions to enable the recognition of intentional head gestures.

A simple and computationally efficient approach to head pose estimation uses the
motion of feature points over successive frames to extract head rotation parameters
[MYD96, JP00, KO00, TN0O, TKCO0b, DV01, KP01]. The alternative approach involves
tracking the entire head region using a 3D head model. Different 3D head models have
been investigated including anatomical models [BV99, ES02], planar-based [BY95], el-
lipsoidal [BEP96] and cylindrical models [CSA00, XKC02]. While more accurate, 3D
head models require precise or manual initialization to work well, are more computa-
tionally intensive and do not always run in real time. Since the objective here is to iden-
tify head actions automatically given a frontal view of the face and to do so in real time,
rather than come up with a precise 3D estimate of the head pose, a feature-point based
approach was deemed more suitable than a model-based one.
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Algorithm 5.2 Head yaw extraction*

Objective: Extract 6 head yaw symbols Z;[1 : 6]

Given: The set of 25 localized feature points {P;}?°, at frame ¢, and M =
{Mi1, Ma, ..., My} vector of k head motions identified along the yaw axis so far, where
M. comprises the following set of variables: the direction (AU51, AU52 or null), start
frame, end frame and intensity (energy) of the motion

TrackYaw

for all frames i do

Lyaw = ;191];}102 , the ratio of left to right eye widths or as output by FaceTracker

if /. > €, where ¢ is a minimum-rotation threshold then
if direction of /., and M}, (most recent stored motion) are equal then
if duration of M, is less than 166 ms then
AppendMotion
else
OutputHeadAction
Start a new motion My
else
OutputHeadAction
Start a new motion My

AppendMotion: Update the end frame and intensity of M,

OutputHeadAction: Output a symbol Z;[t] with direction equal to that of M, and
intensity one of low (0 — 15°), medium (15 — 30°) or high (above 30°)

* The same algorithm applies to head pitch and head roll. The pitch and roll angles, £, and
/.01 are given by FaceTracker. They can also be estimated as described in Table 5.1

The following head AUs are extracted: the pitch actions AU53 (up) and AU54 (down),
yaw actions AU51 (turn-left) and AU52 (turn-right), and head roll actions AUS55 (tilt-left)
and AU56 (tilt-right). The rotations along the pitch, yaw and roll axes, Zyaw, Zpitch and
/o1 Tespectively, are calculated from expression invariant points. These points are the
nose tip, nose root and inner and outer eye corners.

Algorithm 5.2 describes how head actions along the yaw axis are identified. The algo-
rithm keeps a vector M = {M;, My, ..., M;} of k motions identified along the yaw axis
so far. On each frame, the yaw angle /., is given by FaceTracker or by the ratio of
the left to right eye widths. To be considered as a valid head action, the angle has to
meet the threshold . The direction of /,, in addition to the direction and duration of
the most recent motion M, determines whether a symbol Z;[t] € {AU51, AU53, null} is
output or not. The intensity of the motion is encoded as low, medium or high depending
on the magnitude of the angle.

The same algorithm is used to track the head pitch and head roll actions. The pitch
and roll angles, /iton and Z,. are computed by FaceTracker as euler angles. They can
also be implemented as the vertical displacement of the nose tip between frames [t — 1, ¢]
for head pitch, and the image-plane rotation angle calculated using the two inner eye
corners for head roll.

5.5 Extraction of facial actions

Facial actions are identified from motion, shape and colour descriptors. Motion and
shape-based analysis meet the constraints imposed by real time systems in which mo-



88 CHAPTER 5. EXTRACTION OF HEAD AND FACIAL ACTIONS

tion is inherent. While shape descriptors capture the deformation of face components
such as the lips and eyebrows, they fall short of accurately representing some facial AUs
such as those of the mouth. Colour-based analysis complements shape-based analysis
and is also computationally efficient. It is invariant to the scale or viewpoint of the face,
especially when combined with feature localization that limits the analysis to regions
already defined by the tracker.

5.5.1 Lip actions

The lips are described by the eight feature points and the anchor point in the 2D face
model (Figure 5.1). The eight feature points also define the bounds of the mouth polygon.
I use shape-based analysis to identify the following lip AUs: lip corner pull, lip stretch
and lip pucker (Table 5.2).

Algorithm 5.3 Extraction of lip actions

Objective: Extract t = 6 consecutive lip shape symbols Z;[1 : 6]

Given: The set of 25 localized feature points {F;}?°, at frame ¢, and M =
{M;,M,,..., M} vector of k lip AUs identified so far, where M, comprises the fol-
lowing set of variables: the description (AU12, AU20, AU18 or null), start frame, end
frame and energy of the action

Track lips

for all frames i do
0 = (AP + AR)[0,1]
if 0 > «, where « is a neutral range threshold then
currentLipAction = AU12 or AU20 (lip corner pull, or lip stretch)
else
if ) < —a then
currentLipAction = AU18 (lip pucker)
else
currentLipAction = null
ProcessLipAU

ProcessLipAU
if currentLipAction and M; (most recent stored lip AU), are equal then
if duration of My, is less than 166 ms then
AppendLipAction
else
OutputLipAction
Start a new lip action My
else
OutputLipAction
Start a new lip action My

AppendLipAction: update the end frame of M,

OutputLipAction: output a symbol Z;[t] of description equal to that of M

I define the polar distance as the distance between each of the two mouth corners and
the anchor point. The use of polar distances to analyse lip shape has several advantages
over the width and height parameters that are typically used, such as in Tian et al.
[TKCOOb] and Oliver et al. [OPB97]. In particular, the use of polar distances has
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been suggested by Schmidt et al. [SC01] for their discriminative ability in expression
classification. Measuring the lip corner motion with respect to a stable anchor point
works well in spite of rigid head motion, and is more robust to inaccurate feature point
tracking, compared with geometric mouth width and height parameters. Polar distances
can also be used to describe facial action asymmetry.

=k

(a) Lip pucker actions at 1.9 seconds in a video showing the mental state unsure from the
Mind Reading DVD (167 frames at 30 fps).
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(b) Percentage change in polar distance. Two segments of lip puckers can be seen between 0.8-1.9 and
3.8-5.6 seconds, and a lip corner pull between 1.9-3.8. The threshold « is shown as a dotted line.
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(c) The output symbol sequence for lip actions. LCP: lip corner pull, LP: lip pucker.

Figure 5.7: Classification of lip pull and lip pucker actions.

Lip action extraction proceeds as described in Algorithm 5.3. On each frame of the video,
the average change in the distance between the anchor point and each of the two mouth
corners is calculated. This is normalized to the corresponding polar distance on the
initial frame to minimize the effects of variation in face size between image sequences.
An increase of a = 10% or more, depicts a lip corner pull or lip stretch. A decrease of
10% or more is classified as a lip pucker. The sign of the change indicates whether the
action is in its onset, apex or offset.

Figure 5.7 shows the result of analyzing the polar distances in a video containing both
lip corner pull and lip pucker actions. The facial actions occur alongside a head yaw.
Figure 5.8 demonstrates the resilience of lip action extraction to rigid head motion. In
that figure, the lip corner pull is correctly detected in spite of a head yaw of up to 22°
and a head roll and pitch of almost 10°.
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(a) The video is of the mental state amused from the Mind Reading DVD (157 frames at 30 fps).
50 + —— Left
——Right
40 1+ —8— Average

% change in polar distance

0

20 L

30 +
20 |

§

M o
10 + -+ £ L e “u‘u

Time (Sec)

(b) Polar distance of the two mouth corners, and their average. Note that the smile has several peaks. The
threshold « is shown as a dotted line.
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(c) Head pitch, roll and yaw.

Figure 5.8: The resilience of lip action extraction to out-of-plane rigid head motion.
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saturation space.

Figure 5.9: Aperture and teeth samples used to train the Gaussian models, and a plot of their values
in saturation-luminance space.

The principal cause of falsely detected or undetected lip actions is that shape parameters
are normalized to an initial frame that is assumed to be a neutral one. A video that
starts with a non-neutral frame may result in a misinterpretation of the action. This
depends on the intensity of the lip action on the initial frame and how the lip actions
progress over the course of the video. For instance, if a sequence starts with a lip pucker
that persists over time, then the pucker action will be undetected.

Static-based analysis of the initial frame using the polar angle and colour analysis would
alleviate this problem by approximating the initial lip state. Another common cause of
misclassifications is that of erroneous tracking, which happens in some cases of a lip
corner pull: a drift in tracking, results in the feature points getting fixated in the lip-
pull position.

5.5.2 Mouth actions

In addition to lip actions, mouth actions also play an important role in conveying facial
displays. The mouth AUs that are listed in Table 5.2 are divided into three groups
depending on the extent of aperture and teeth present:

* Mouth-open: a significant extent of aperture is present such as in a jaw drop
(AU26), and the more exaggerated form of that action, a mouth stretch (AU27), and
combinations of these AUs, such as AU12 + 26.

¢ Teeth-present: although aperture may still be present, it is the significant pres-
ence of teeth that characterizes these actions. Examples include combinations of
mouth and lip actions such as lip corner pull and lips part as in a smile (AU12 + 25),
lip stretch and lips part (AU20 + 25), and lip stretch and jaw drop (AU20 + 26). Note
how the lip actions change the appearance of the lips part (AU25).

* Closed or other: no significant presence of aperture or teeth is detected such as
when the mouth is closed or lips parted (AU25).

I use region-based colour tracking to discern the aperture and teeth regions inside a
mouth. Region-based colour tracking has been used to solve a variety of machine vision
problems including face detection [TFAS00, HAMJO00, Hoe04], facial expression analysis
[TKCOOb] and mouth tracking [OPB97]. The idea is to measure the colour of pixels
inside some region of interest over local neighbourhoods, and use these colour values
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to determine whether the pixels belong to some class. Note that colour analysis of the
bounding polygon of the mouth area, determined by the eight lip feature points, is more
efficient and defines a better search space than the rectangular bounding box typically
used in colour analysis of the mouth as in the systems described in Oliver et al. [OPB97]
and Tian et al. [TKCOOb].

Figure 5.9 shows a sample of aperture and teeth regions, and a plot of the samples in
luminance-saturation space. Luminance, given by the relative lightness or darkness
of the colour, acts as a good classifier of the two types of mouth regions. A sample
of n = 125000 pixels was used to determine the probability distribution functions of
aperture and teeth. A lookup table defining the probability of a pixel being aperture
given its luminance is computed for the range of possible luminance values (0% for
black to 100% for white). A similar lookup table is computed for teeth. The luminance
value at each pixel in the mouth polygon is used as an index to obtain the probability of
that pixel being aperture or teeth.

Algorithm 5.4 Region-based colour analysis of the mouth

Objective: Extract ¢t = 6 consecutive mouth action symbols Z;[1 : 6]

Given: The probability density functions P, and P, for aperture and teeth respectively,
and the mouth polygon containing a total of N pixels

1. Initialization: n, = n. = 0, where n, and n, denote the number of aperture and
teeth pixels found in the mouth respectively

2. Scan mouth for teeth and aperture:
for all pixels i in N do
Calculate the luminance /; luminance of pixel 7
Compute probability that i is aperture p, (i) = P,(l;)
Increment n,, if py (i) > ¢*
Compute probability that i is teeth p, (i) = P-(1;)
Increment n, if p, (i) > ¢*

3. Classification:
Normalize n, = no/N and n, = n,/N
if (ng > n;) A (ng > ) then
Mouth-open: jaw drop (AU26) or mouth stretch (AU27)
else
if n; > ¢ then
Teeth-present: lip corner pull and lips parted (AU12 + 25), lip stretch and
lips parted (AU20 + 25), and lip stretch and mouth stretch (AU20 + 27)
else
Closed or other: mouth closed or lips parted (AU25)

*Thresholds c, ¢, and ¢, are determined empirically.

Online classification is summarized in Algorithm 5.4 and proceeds as follows: on every
frame in the sequence, the luminance value of each pixel in the mouth polygon is
computed. The luminance value is then looked up to determine the probability of
the pixel being aperture or teeth. Depending on empirically determined likelihood
thresholds, the pixel is classified as aperture or teeth or neither. The total number of
aperture and teeth pixels in the polygon are used to classify the mouth region into one
of the three groups described earlier: mouth-open, teeth-present or closed. Figure 5.11
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Figure 5.10: Classifying 1312 mouth regions into actions that belong to mouth-open, teeth-present,
or mouth-closed.

shows the aperture and teeth masks in the mouth polygon in an example of mouth-open
actions. Figure 5.12 shows similar results in an example of teeth-present actions.

The main problem with an approach that relies on luminance is that features that are
extracted from frames with lighting effects may be projected to an incorrect region in
the luminance-saturation space, resulting in a misclassification. Figure 5.10 shows
classification results of 1312 frames into mouth-open, teeth-present and mouth-closed
actions. These results show that the detection of aperture is more robust to these
changes in illumination than the detection of teeth. The false positive cases of teeth-
present actions are caused by specular highlights around the lips, while the undetected
cases are due to the wide variation of possible teeth colours that are not accounted for
in the examples used to train the teeth-model. To improve the extraction of teeth, it is
possible to extend the colour-based analysis to account for overall brightness changes,
have different models for each possible lighting condition, or use adaptive modelling
where the probability density functions are updated with each frame [OPB97].

5.5.3 Eyebrow actions

The eyebrow raise is controlled by one large muscle in the scalp and forehead. This
muscle, shown in Figure 5.13, runs vertically from the top of the head to the eyebrows
and covers virtually the entire forehead. The medial or inner portion of this muscle can
act separately from its lateral or outer portion. The inner eyebrow raise (AU1) pulls the
inner corners of the brow and center of the forehead upwards. The outer eyebrow raise
(AU2) pulls the outer corner of the brow upwards. The combination (AU1 + 2) is more
common than either AUs, mainly because raising the inner corners of the eyebrows is a
difficult movement for most people to make voluntarily without adding AU2.

An eyebrow raise is computed using the increase in distance between the inner eye
corner and inner eyebrow point for both the left and right eyebrows, measured with
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(c) Teeth mask (teeth pixels are highlighted in white).

Figure 5.11: Tracking the mouth aperture and teeth in a video of the mental state comprehending
from of the Mind Reading DVD. These frames are classified as mouth-open.



5.5 EXTRACTION OF FACIAL ACTIONS 95

(c) Teeth mask. Teeth pixels are highlighted in white.

Figure 5.12: Continuation of Figure 5.11, showing the tracking of the mouth aperture and teeth.
Note that there is no neutral expression in the transition between the AUs in Figure 5.11 and this one.
These frames are classified as teeth-present.
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Figure 5.13: The eye- Figure 5.14: Selected frames showing an eyebrow raise (AU1 + 2) from
brow raise is controlled a video labelled as agreeing from the CVPR 2004 corpus. The eyebrow
by one large muscle raise is described by the increase in distance between the inner eye
in the scalp and fore- corner and inner eyebrow point for both the left and right eyebrows.
head. From Ekman and

Friesan [EF78].

respect to the distance on the initial frame. This calculation, though robust to head
rotation, is not invariant to scale variations. An example of frames that are classified as
an eyebrow raise is shown in Figure 5.14.

The frown (AU4) posed a particular challenge. While correctly identifying this AU would
have certainly improved recognition results for mental states such as thinking, the
drawing-in movement of the eyebrows is too subtle to pick from feature point move-
ments alone. Gradient analysis of the wrinkles in the forehead formed by a frown could
be used to detect this action, such as in Lien et al. [LZCK98].

5.5.4 Asymmetry in facial actions

The detection of asymmetry can be useful in the inference of complex mental states since
asymmetric facial actions occur frequently in expressions of cognitive mental states. In
particular, an asymmetric eyebrow raise and asymmetric lip pull are frequent in confu-
sion, while asymmetric lip bites are frequent in expressions of worry [RC03]. Recently,
Mita and Liu [MLO04] have shown that facial asymmetry has sufficient discriminating
power to improve the performance of an expression classifier significantly. With a few
exceptions, very little research has gone into the automated recognition of asymmetric
facial actions. Fasel and Luettin [FLOO] use image differences to identify asymmetry
between the left and right face regions. Their approach however, has two limitations: it
is not robust to rigid head motion, and it does not provide sufficient detail on the specific
features where asymmetry occurs.

The shape and colour-based methods that have been described so far can be extended to
describe facial action asymmetry. Instead of the one action symbol output per feature,
two sets of symbols are output per feature: one for the left and one for the right region
of the face. This is straightforward for the eyebrows, and equally so for the lips because
the use of the anchor point to measure shape deformations means that two different
measurements are obtained one for each half of the face. For the mouth, the line passing
through the upper and lower lip centers defines the left and right polygons. All the
shape and colour parameters are normalized against head turns to remove the effect
of one region falsely appearing smaller than the other. The variance in motion, shape
and colour between the two regions indicates asymmetry. Figure 5.15 shows the output
symbols of the left and right lip shape actions. A lip pull is evident in the right lip corner
point, as opposed to none in the left one.
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(a) Selected frames from a video of the mental state amused from the Mind Reading DVD. The frames
show an asymmetric (right) lip corner pull.
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(b) The output symbol sequence for the left lip corner actions. LCP=lip corner pull, Lp=lip pucker.

y A VA

0 10 20 30 40 50 60 70 80 90 100 110

LCP o9

0.4

01
06
LP11

Frame no.

(c) The output symbol sequence for the right lip corner actions. LCP=lip corner pull, Lp=lip pucker.
Contrast that to the left lip corner actions.

Figure 5.15: Symbol sequence for the left and right lip corners showing an asymmetric lip corner pull
action.

5.6 Discussion

The output at this level of the system is a sequence of symbols along each of the
head rotation axes (pitch, yaw and roll) and facial actions (lip, mouth and eyebrows).
Figure 5.16 illustrates the output for a video of the mental state comprehending from
the Mind Reading DVD. As shown in the figure, this video has the following actions:
head up, head down, head turn-left, head-turn-right, lip corner pull, eyebrow raise,
mouth open and teeth-present actions. The action sequences represent a head nod, a
smile and an eyebrow flash. The objective of the following chapter is to analyse the
action sequences in order to recognize these displays.

Recall from Chapter 2 that FER systems have, so far, only been tested with carefully
pre-segmented facial expression sequences that start and end with a neutral frame.
Compared with these sequences, the videos on the Mind Reading DVD, such as that
shown in Figure 5.16, are challenging for a number of reasons. First, the different
displays are asynchronous; they overlap but start and end at different times. Second,
the transition from one expression to another does not necessarily involve a neutral
state. Third, head actions along the three rotation axes often co-occur. For instance,
in the video in Figure 5.16 the head up and head down actions also involve a head tilt
orientation.

The approach I have adopted builds on state-of-the-art facial expression analysis based
on feature point tracking. It has several key characteristics that make the automated
mind-reading system suited for use in HCI contexts. First, being computationally
efficient, action extraction runs in real time. Second, the system runs without the need
for any manual initialization, calibration or pre-processing. These two characteristics
are a prerequisite of HCI systems. Third, facial action analysis is resilient to the
substantial rigid head motion that occurs in natural human motion. Finally, the system



98 CHAPTER 5. EXTRACTION OF HEAD AND FACIAL ACTIONS

does not need to be calibrated or trained with every new user, an important factor in
designing ubiquitous systems.

The main limitation of this feature-based approach, however, is that with each new
action added to the system, a model or rule needs to be hand-coded. In addition,
given that the principal focus of this dissertation is the recognition and inference of
complex mental states, rather than the recognition of actions, the methods described
in this chapter have not been optimized for variations in recording conditions such as
illumination or for speed.

5.7 Summary

In this chapter I have described an implementation of the automated extraction of head
and facial actions from video. Actions are essentially a temporal abstraction of FACS
AUs and constitute the bottom-level of the computational model of mind-reading. A
2D face model is defined as a set of feature points that are located and tracked by
FaceTracker over successive frames in a real time or recorded video stream. Head AUs
are described by the magnitude and direction of three rotation angles. Motion, shape
and colour analysis of the lips, mouth and eyebrow actions identify facial AUs of each
of these face-components respectively. Action recognition runs in real time, without the
need for any manual initialization, calibration or pre-processing, and in the presence of
rigid head motion that occurs in natural human motion.

The output at this level of the system is a temporal sequence of head and facial actions.
Together, these actions form the input to HMM classifiers of head and facial displays.
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Figure 5.16: The output head and facial actions across a video showing comprehending from the
Mind Reading DVD. From top to bottom: pitch actions (U=up, N=null, D=down), Yaw actions (L=left,
N=null, R=right), Roll actions (L=left, N=null, R=right), lip actions (LCP=lip corner pull, N=null, LP=lip
pucker), mouth action (A=aperture, N=null, T=teeth), brow actions (R=raise, N=null, F=frown). The
plots show that this video has the following asynchronous displays: head nod, smile and eyebrow
flash. The recognition of these displays is discussed in the next chapter.
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Chapter 6

Recognition of Head and Facial
Displays

In Chapter 3, I have shown the importance of considering inter-expression as well
as within-expression facial dynamics in mental state recognition. This chapter
describes how consecutive actions are analysed spatio-temporally to recognize
high-level, communicative, head and facial displays. I demonstrate the suitability of
Hidden Markov Models (HMMs) in representing the dynamics of displays and describe
a classification framework that enables their recognition very soon after their onset, so
that there is no marked delay between a user’s expressions and the system recognizing
it. Experimental results show reliable, real time recognition of displays in a range of
complex mental states.

6.1 The dynamics of displays

Displays are defined as head or facial events that have meaning potential in the contexts
of communication [Bir70]. They are the logical unit that people use to describe facial
expressions and to link these expressions to mental states. For instance, when interact-
ing with a person whose head movement alternates between a head-up and a head-down
action, most people would abstract this movement into a single event—a head nod—and
would presume that person is in agreement, comprehending or attending.

In the computational model of mind-reading, displays serve as an intermediate step
between tracked AUs and inferred mental states. The input to this level is a running
sequence of head and facial actions Z[1 : ¢], that have been extracted as described in
Chapter 5. Table 6.1 lists the nine head and facial displays currently supported by the
automated mind-reading system and their underlying actions. It is important to dis-
tinguish displays, which are the classes in this recognition task, from their component
AUs, which are the features used for classification, both of which might be described
using the same term. For instance, a tilt orientation display is a sequence of head tilt
actions (AUbS5 and/or AU56).

This level of the automated mind-reading system has two objectives. The first is to
analyse action sequences and classify them into one of the display classes in Table 6.1.
The second is to do that without requiring any manual intervention and in real time.
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Table 6.1: List of head and facial displays and their component AUs.

‘ Display \ Description \ Dynamics \
Head nod Alternating head up (AU53) and head down (AU54)
actions Periodic
Head shake Alternating head turn left (AU51) and head turn
right (AU52)
Tilt orientation | Persistent tilt in one direction (sequence of AU55 or
AU56)
Turn orientation | Persistent pose of turned head (sequence of AU51 or
AU52)

Lip corner pull Onset, apex, offset of lip corner pull or lip stretch
(AU12 or AU15 or AU12 + 25)

Lip pucker Onset, apex, offset of lip pucker (AU18)

Mouth open Onset, apex, offset of mouth open (AU26 or AU27)
Teeth present Onset, apex, offset of mouth stretch (e.g., AU12 + 25)
Eyebrow flash Onset, apex, offset of eyebrow raise (AU1 + 2)

Episodic

Displays differ in total duration, overall intensity (the maximum motion or total amount
of kinetic energy incurred during the display), and in the time scale of the underlying
movements. Such variations often signify different user intents. For instance, a strong
head nod indicates more agreement than a weaker or slower one. Despite these vari-
ations, displays follow a pattern of temporal regularity that can be exploited when an-
alyzing these displays [Bir70, DV01, SJ97]. By modelling the temporal progression of
actions across an image sequence, one can infer the underlying display. The displays in
Table 6.1 are grouped by their dynamic properties as either periodic or episodic.

6.1.1 Periodic displays

Periodic motion such as that seen in a head nod or a head shake recurs at regular inter-
vals. Figure 6.1 shows the temporal structure of a natural head shake, which is char-
acterized by alternating head-turn-right, head-turn-left motion cycles, and variations
thereof. The cycle time is the interval of time during which a sequence of recurring mo-
tions is completed. In Figure 6.1, the head-turn-right, head-turn-left cycle is repeated
seven times. Each of the cycles lasts for a different amount of time. The action sequence
describing periodic displays may therefore vary in length, in the ordering of the actions,
and in the duration of each of the actions.

6.1.2 Episodic displays

The rest of the head and facial displays listed in Table 6.1 are grouped as episodic
displays. The dynamic properties of episodic displays are characterized by three stages:
a fast beginning, or onset of the display, contrasted by a period of standstill at the point
of maximum intensity or apex, followed by the slow disappearance, or offset of the
display [GSS™88, SC01, YD96]. The head orientation displays such as the tilt and turn,
are episodic in that they are characterized by the unidirectional rotation of the head
along the roll and yaw axes. Langton et al. [LWBO0O] explain how the orientation of the
head signals social attention, while Baron-Cohen [Bar94] highlights the role of the head
orientation as an indicator of cognitive mental states such as thinking.

The lip displays include the lip-corner pull display as in a smile and the lip pucker
display. Figure 6.2 shows the dynamics of two “episodes” of a smile (lip corner pull) from
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Figure 6.1: The dynamics of a periodic display: (top) selected frames from a video labelled
as disagreeing from the CVPR 2004 corpus; (bottom) a plot of the head-yaw actions (L=left,
N=null, R=right) that were extracted by the action recognition system. The symbol sequence is
{R,RLRRLRRRR,LLRLRLRRLR,L,LR} where a symbol is output every 166 ms. The
symbols convey a head shake, which is characterized by 7 cycles of alternating head-turn-right,
head-turn-left motions. Note the subtlety of the head shake.
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Figure 6.2: The dynamics of an episodic display: (top) selected frames from a video labelled as
from a video labelled as lucky from the Mind Reading DVD; (bottom) a plot of the lip corner pull ac-
tions (LCP=lip corner pull, N=null, LP=lip pucker) that were extracted by the action recognition sys-
tem. The symbol sequence is {N,N,N,N,N,N,LCP,LCP,LCP,LCP,LCP,LCP,LCP,N,N,N,N,N,N,LCP,LCP,
LCPLCPLCPLCPLCPLCP}, where a symbol is output every 166 ms. The symbols convey two smile
“episodes” which are characterized by at least one of an onset, apex and offset.
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a video labelled with the mental state lucky. An eye-brow flash is defined as the onset,
apex and offset of an eye-brow raise that communicates social greeting if it coincides
with a smile, mutual agreement if it coincides with a head nod or head dip, surprise if
it coincides with jaw drop, and interest if it co-occurs with a lip stretch [GSS*88].

Like periodic displays, the action sequences describing episodic displays vary in total
length and in the duration of each of the actions. The classification methodology of
choice has to take into account these variations in dynamics.

6.2 Representing displays as Hidden Markov Models

To account for, and indeed exploit, the dynamics of periodic and episodic displays, the
system employs HMMs for the classification of temporal sequences of actions into a
corresponding head or facial display. The nine displays listed in Table 6.1 are each
implemented as a separate model.

6.2.1 Hidden Markov Models

In contrast to static classifiers that classify single frames into an emotion class, dy-
namic classifiers model the temporal information inherent in facial events. HMMs
are one of the basic (and perhaps best known) probabilistic tools used for time se-
ries modelling. A comprehensive review of HMMs can be found in Rabiner’s article
[Rab89]. HMMs have been successfully used in a number of applications including
speech recognition [Rab89], handwriting recognition [PS00], head gesture recognition
[KP01, MYD96, TR03], and automated facial expression recognition to classify facial
AUs [BLB1T03, LZCK98, OPB97] and basic emotions [CSGH02, CSC*03b, CSC*03al.

HMNMs are particularly suited for the recognition of head and facial displays from action
sequences. They provide a sound probabilistic framework for modelling time-varying
sequences, and the convergence of recognition computation runs in real time, which is
essential to FER systems for HCI.

6.2.2 Representation

An HMM is a generative model that represents the statistical behaviour of an observ-
able symbol sequence in terms of a network of hidden states. The discrete states are
assumed to be temporally connected in a Markov chain, that is, future states depend
on the present state but are independent of the past. For each observable symbol, the
process being modelled occupies one of the states of the HMM. With each symbol, the
HMM either stays in the same state or moves to another state based on a set of state
transition probabilities associated with that state. The complete parameter set \; =
(m,A,B) for a discrete HMM of display j where 1 < j < y, can be described in terms of:

* N, the number of states in the model S = {Si,...,Sy}. Though hidden, there is
often physical significance attached to each of the states. The state at time ¢ is
denoted as ¢;.

e M, the number of different observation symbols, and corresponds to the physical
output of the process being modelled. The symbols are denoted as V' = {vy,..., vy}

* A= {a;;}, an N x N matrix that specifies the probability that the model’s state will
change from state i to state j, where a;; = P(q; = Sj|lqi—1 = 5:),1 <4, <N
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(a) 4-state erogdic HMM (b) 4-state left-right HMM with a maximum of two jumps be-
tween states.

Figure 6.3: Choice of Hidden Markov Model

* B= {b;(k)}, an N x M matrix, the observation symbol probability matrix depicts the
output observation given that the HMM is in a particular state i, where b;(k) =
Ploglge =S;),1<i<Nand1<j< M

e 7= {m;} is an N-element vector that indicates the probability of initially being in
state ¢, where pi; = P(qo = 5;) 1 <i <N

To determine the parameter set \; for display j, one has to decide on the type of HMM
model to adopt, define the topology, that is, select N and M, and compute the vector =
and matrices A and B.

6.2.3 Choice of Hidden Markov Models and topology

The Ergodic model [Rab89] and the left-right or Bakis model [Bak91], are the two most
popular types of HMMs. A review of other HMM variants can be found in Rabiner
[Rab89]. In the ergodic, or fully connected HMM, every state can be reached in one
single step from every other state in the model (Figure 6.3(a)). In the left-right or Bakis
model, the state sequence must begin from the left at state 1 and end on the right at the
final state V. As time increases, the observable symbols in each sequence either stay at
the same state or increase in a progressive manner. An example of a 4-state left-right
model is shown in Figure 6.3(b). Ergodic HMMs subsume Bakis models, but Bakis are
generally more efficient as they require less parameters. For small HMMs, efficiency is
not a concern, so I use the ergodic model.

Within a particular model, one has to pick a suitable HMM topology by defining N and
M. There is no simple theoretical method for determining the optimum topology for an
HMM [Rab89]. Although essentially a trial-and-error process, the number of states is
estimated by considering the complexity of the various patterns that the HMMs need
to distinguish. For example, to represent a head nod, I use its underlying dynamics to
estimate how many distinguishable segments the display contains. Since a head nod
consists of two motion types: head up and head down motions that recur throughout the
display, each motion was mapped to a single state, resulting in a 2-state ergodic HMM.

The observable symbols or features of an HMM should be as simple as possible to allow
fast computation. They must also be sufficiently detailed to indicate differences between
patterns. The number of symbols is determined by the number of possible actions the
action extraction level is able to identify for each display. For example, the action
extraction system is able to distinguish among three actions along the pitch axis: head-
up, head-down and null. Accordingly, the feature space of the head nod HMM consists
of these three symbols.



106 CHAPTER 6. RECOGNITION OF HEAD AND FACIAL DISPLAYS

6.3 Training

Training attempts to estimate the model parameters )\; in order to maximize the prob-
ability of an observation sequence of actions Z[1 : t] given the model. The training
algorithm is data-driven: for each HMM representing a display, the input is a set of
example action sequences of that display. The set of training sequences must be chosen
to span the number of ways different people express a particular display. To train the
HMMs, I compiled between 20 and 120 examples of action sequences for each display,
which were extracted from videos from the Mind Reading DVD. Note that any videos
used throughout the training process were not included in the test set. Even though the
process is linear in the length of the observation sequence ¢, the entire training activity
is currently done off-line.

The training process associates each state of the HMM with a particular region of the
feature space using the iterative Baum-Welch algorithm, also known as the forward-
backward algorithm [Rab89]. In summary, the algorithm runs forward and backward
through the observed output of each training example using the actual transitions to
successively refine an initial estimate of the HMM parameters ;. This is repeated until
convergence, that is, until there is no significant change in \; compared to previous iter-
ations. The converged models provide an insight into how each display is represented in
the system. Figure 6.4 summarizes the transition probabilities, observation probability
distribution, and initial probability distributions for each display.

6.3.1 HMMs of periodic displays

As one might expect, the HMMs of periodic displays encode a cyclic transition between
the states. That is, there is a higher probability of transition than recurrence among the
states of the HMM. Each state corresponds to a motion segment of the cycle.

Figure 6.4 (a) shows the result of training a 2-state ergodic HMM with three observable
symbols on 37 examples of head nods picked from the Mind Reading DVD. The symbols
are null, head-up, and head-down. The first state of the HMM corresponds to a head-
down segment of the nod cycle, while the second corresponds to a head-up segment. The
transition probabilities encode a cyclic transition between the two states as is typical
of a head nod display. In this HMM, it is more likely that the head nod starts with a
head-up than head-down movement.

Similarly, Figure 6.4 (b) shows the result of training a 2-state ergodic HMM with
three observable symbols (null, head-turn-left, head-turn-right) on 30 examples of head
shakes. The first state of the head shake HMM corresponds to a head-turn-right seg-
ment of the shake cycle, while the second state corresponds to a head-turn-left segment.
As in the head nod, the transition probabilities represent a cyclic motion. In this HMM,
it is almost equally likely that the head shake starts with a head-turn-left or head-turn-
right movement.

6.3.2 HMMs of episodic displays

While HMM:s of periodic displays encode a high probability of transition between states,
the HMMSs of episodic displays are characterized by a high probability of recurrence
within states.

The head tilt and turn orientation displays are represented as a 2-state, ergodic HMM
with 7 symbols each, to account for the intensity of these displays. Figure 6.4 (¢) shows
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Figure 6.4: The parameters of the nine head/ facial display HMMs: the transition probabilities, the

observation probability distributions per state, and the initial state probabilities.
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the result of training a 2-state ergodic HMM with seven observable symbols on 93
examples of head tilts. The symbols represent a left and right head tilt with three levels
of intensities each: low, medium and high. The first state of the HMM corresponds to a
tilt-right orientation; the second corresponds to a tilt-left orientation. As expected in an
episodic display, the states persist.

Along the same lines, Figure 6.4 (d) shows the result of training a 2-state ergodic HMM
with seven observable symbols on 126 examples of head turns. The symbols represent
a left or right head turn with three levels of intensity: low, medium and high. The
first state of the HMM corresponds to a turn-right orientation, while the second state
corresponds to a turn-left orientation. As depicted by the initial state probabilities, the
turn-left orientation display is more likely to occur than the right one.

The lip and mouth displays are each represented as a 2-state, 3-symbol ergodic HMM
trained using between 20 and 50 examples. In the lip-corner pull display (Figure 6.4 (e) ),
the first state corresponds to the onset of the display; the second state corresponds to
a lip corner pull action. The HMM encodes a high probability of transition from the
first to the second state, a high probability of recurrence of the second state. This
corresponds to the onset and apex phases of a smile display. As depicted by the initial
state probabilities, both states are equally likely to occur. Similarly, in the lip pucker
display (Figure 6.4 (f)), the first state corresponds to a lip pucker, while the second state
corresponds to a neutral state. The state transition probabilities represent the two
phases typical of a pucker display, which are the transition from the second to the first
state and the recurrence of the first state.

Figure 6.4(g) shows the mouth-open display HMM represented as a 2-state ergodic
HMM with three observable symbols (null, aperture, teeth). The first state corresponds
to teeth, while the second corresponds to aperture. The HMM shows a high occurrence of
aperture actions. Figure 6.4 (h) shows the teeth displays as a 2-state ergodic HMM with
three observable symbols (null, aperture, teeth). The HMM encodes a high occurrence
of teeth actions. The eyebrow flash (Figure 6.4 (i)) is represented as a 2-state ergodic
HMM with two observable symbols (null, raise eyebrow). The HMM encodes the onset
and apex of an eyebrow flash.

6.4 Classification framework

Once the parameters are estimated for each HMM—a one time off-line process—the
HMMs can act as classifiers for the online recognition of displays. The problem of
classification can be stated as follows: given an HMM model )\ = (7,A,B) and a running
sequence of head and facial actions Z[1 : t|, the objective is to find the probability that
the observations are generated by the model P(Z[1 : ¢]|\). This is computed using the
forward-backward algorithm. The output of each classifier is a probability that the
vector was generated by that HMM.

Figure 6.5 shows a procedural description of how real time display recognition proceeds
in a video of arbitrary length. The classification framework is implemented as a sliding
window of six actions that progresses one action at a time. Recall from Chapter 5 that
an action spans 166 ms or five frames at 30 fps. Since the observation vector moves one
action at a time, the HMM classifiers are invoked every 166 ms. The first invocation is
an exception: it occurs when six consecutive actions are available.

The output probabilities of each of the HMMs over time constitute the input observation
vector of the mental state level of the mind-reading system (Chapter 7). If a soft decision
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Figure 6.5: Procedural description of head and facial display recognition. The input is a vector of
sequences of consecutive head and facial actions Z[1 : ¢]. Each sequence Zy[1 : t] is input to a
corresponding HMM classifier that outputs a probability that the observation vector was generated
by the HMM model. After being quantized, the results are appended to the observation vector of the
mental state classifiers.

approach is adopted, the output probability is directly appended to the observation
vector. Figure 6.6 shows several snapshots from AutoMR over the course of a video of
encouraging from the Mind Reading DVD. The video has the following co-occurring,
asynchronous displays: a head nod and a lip corner pull and teeth that correspond to a
smile. The vertical bars represent the output probabilities of the HMMs.

Alternatively, in a hard decision approach, the probability of each display is quantized to
zero or one depending on a likelihood threshold before it is appended to the observation
vector. Figure 6.7 illustrates the relationship between an observed action sequence,
and the corresponding quantized output of the HMM (null, onset, apex). Using this
classification framework, displays are recognized within approximately 166 ms of the
occurrence of a corresponding action sequence, and well within its total duration.

Even though quantizing the output probabilities of the HMMs results in a loss of detail,
training and inference of mental state classifiers that use these quantized probabilities
are more efficient [ZGPB'04, LBF+04a]. In the next section, I evaluate the recognition
accuracy for each of the displays at different likelihood thresholds.

6.5 Experimental evaluation

This level of the system has been tested live by a public audience on two occasions. The
first was at the Royal Institution of Great Britain (Friday Evening Discourse Series),
London, UK. The second occasion was at a demonstration at the IEEE Conference
on Computer Vision and Pattern Recognition (CVPR 2004), Washington D.C., US. On
both occasions the system ran successfully, detecting the head and facial displays of
a diverse audience in real time as they performed the displays. Interactions from
the two demonstrations were not recorded, and so were not evaluated quantitatively.
Instead, I conducted the experimental evaluation using a subset of the videos on the
Mind Reading DVD.
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Figure 6.6: Snapshots from display recognition for a video of encouraging from the
Mind Reading DVD. The histograms on the left of each frame show the output probability of each
of the display HMMs. The bars are colour-coded to show the different stages of that display: null H
if the probability is less than 0.3, onset  if the probability is between 0.3 and 0.6 or apex M if the
probability is greater than 0.6.
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Figure 6.7: Display recognition in the case of a smile. Top: selected frames from a 4.5 second video
showing agreeing from the CVPR 2004 corpus. Middle: change in polar distance in real time. The
lip-pull threshold is shown as a dotted line. Bottom: the output of the lip-pull HMM quantized to three
levels that represent the different stages of that display: null B if the probability is less than 0.3, onset

if the probability is between 0.3 and 0.6 or apex M if the probability is greater than 0.6. Note that
the smile is recognized within approximately 166 ms of the occurrence of the corresponding action
sequence, and well within its total duration.
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6.5.1 Objectives

For a quantitative analysis of this level of the system, I evaluated the accuracy of
recognition for the following nine displays: head nod, head shake, head tilt, head turn,
lip-pull, lip pucker, mouth open, teeth present and eyebrow flash. This analysis has two
objectives. The first objective is to determine the recognition rate and false positive rate
of each of these displays as the likelihood threshold is varied. The threshold value that
yields the best recognition results for each display is the one adopted at the next level
of the system. The second objective is to gain an insight into the performance of the
display classifiers, and determine the reasons for undetected or false detections.

A total of 174 videos from the Mind Reading DVD were chosen for the test. The videos
represented the following six groups of complex mental states, and the 29 mental state
concepts they encompass: agreeing, concentrating, disagreeing, interested, thinking and
unsure. The videos were recorded at 30 fps with durations between five to eight seconds.

6.5.2 Results

Out of the 174 videos chosen for the test, ten were discarded because FaceTracker failed
to locate the non-frontal face on the initial frames of the videos. Thus, the remaining
164 videos (25645 frames, 855 seconds) were used to generate the action sequences on
which we tested the display classifiers. The 164 videos yielded a total of 6294 instances
of head and facial displays in Table 6.1, and 30947 instances of non-displays.

Figure 6.8 shows the results of display recognition in a 6-second long video labelled as
undecided from the Mind Reading DVD. The system correctly identifies a head shake,
a head tilt, a head turn, a lip pucker and an eyebrow flash. A classification instance is
correct if the likelihood of the HMM is above an empirically determined threshold ¢, and
the corresponding video contains that head or facial display (determined visually). The
classification result for a display as the likelihood threshold is varied is shown using
a Receiver Operator Characteristic (ROC) curve. ROC curves depict the relationship
between the percentage of true positives (TP) and the percentage of false positives (FP).

The true positives or classification rate of display Y; is computed as the ratio of correct
detections to that of all occurrences of Y; in the sampled videos. Correct detections are
those that score above likelihood the threshold and match the ground truth. In addition,
1-TP can be thought of as a measure of undetected displays, that is, displays that
do not meet the likelihood threshold, and are hence undetected by the system. The
FP rate for Y; is given by the ratio of samples falsely classified as j to that of all Y;
occurrences. FP is a measure of falsely detected displays: displays that meet the
likelihood threshold, but are in fact not present in the video. Hence, the lower the FP
rate the better. Figures 6.9-6.12 shows the ROC curves for each of the nine displays.

Table 6.2 lists the combination of TP and FP rate that is adopted for each display. The
best accuracy is that of the lip pucker display, at a detection rate of 99.0% and a FP of
only 0.9%. The worst is that of the teeth display, at a classification rate of 91.6% and
high false positive rate of 14.4%. The overall average classification rate is 96.5% at an
average false positive rate of 7.1%.
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Figure 6.8: Trace of display recognition in a video labelled as undecided from the Mind Reading DVD.
Row 1: selected frames from the video sampled every one second/ Rows [2-10]: head and facial
displays. Throughout the video, a head shake, a head tilt, a head turn, a lip pucker and an eyebrow
flash are observed.
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Table 6.2: Adopted true positive (TP) and false positive (FP) rates for head and facial displays.

Display #Train. #Displays #non-Displays TP (%) FP (%)
Head nod 37 338 3811 98.0 7.8
Head shake 30 411 3707 97.1 8.1
Head tilt 93 1581 2542 96.5 4.6
Head turn 126 1784 2358 97.2 10.2
Lip pull 20 844 3305 95.7 7.1
Lip pucker 49 312 3837 99.0 0.9
Mouth open 44 458 3673 94.5 10.0
Teeth-present 44 225 3906 91.6 144
Eyebrow raise 20 341 3808 99.0 1.2
] Average 51 699 3438 96.5 7.1 \

6.5.3 Discussion

A closer analysis of the results explains why undetected and false positive displays
occurred. The specific reasons for misclassifications for each display are summarized
in Table 6.3 and are discussed in the sections that follow. These reasons fall into one of
the following three cases:

1. Error at the action recognition level: An incorrect action sequence, which also
persists, results in an incorrect output by the corresponding HMM classifier.

2. Error at the HMM level: Failure at the HMM level is mainly due to under-
represented patterns of a particular display in the training examples.

3. Noise in coding: Some noise is introduced when coding the videos because of
difficulties in determining the precise time of onset and offset of a display.

Head displays

The majority of undetected head nod and head shake displays were weak ones that
were too slow or too subtle. For instance, a head nod is too slow if the rate of cyclic
head-up, head-down motion is lower than the threshold of the system. It is too subtle
if the maximum head pitch motion incurred throughout the display is lower than the
threshold defined by the system. This was also the case for undetected head shakes. The
false positive cases of head nods were head dips that were misidentified as the onset of
a head nod. In the case of head shakes, the false positives were mostly the result of a
combination of a head turn when the head pitched downward then upward. Also, the
system currently does not make a distinction between a head turn and translation of
the body sideways (although this type of body motion is uncommon).

The main reason for undetected head orientation displays was that the high intensity
displays were under-represented at the HMM level. The converged models of both
displays, presented in Figure 6.4, explains why this is the case. For instance, the
observation function of the right and left tilt in Figure 6.4 (c) shows that high intensity
tilts are not accounted for. The false positive rate of head orientation displays is lower
than that reported for periodic head displays. These false positives occur due to errors
introduced in coding the ground truth of the videos: it is difficult to exactly determine
the onset and offset of a head orientation display.
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Table 6.3: Reasons for undetected and false detections of displays.

Display Undetected displays False positives

Head nod Weak head nod Head dip

Head shake Weak head shake Turn+pitch or translation
Head Tilt Not represented by HMM Noise in coding

Head Turn Not represented by HMM Noise in coding

Lip pull Video starts/persists lip-pull Video starts with pucker
Pucker Video starts/persists pucker Video starts with lip-pull
Mouth open Noise in coding Noise in coding
Teeth-present Dark teeth colour Specular reflection
Eyebrow raise Too subtle z-plane motion

Facial displays

To explain the results of lip actions, recall from Chapter 5 that the calculation of the lip
actions compares the percentage change in polar distance—the distance between each
of the two mouth corners and the anchor point—compared to an initial neutral frame.
Some of the cases where the initial frame is non-neutral may result in undetected or
falsely detected displays. The main reason accounting for misclassified mouth displays
is that of inconsistent illumination. The effects on feature extraction are clear: features
from frames with lighting effects might be projected in a different area in luminance-
saturation space, resulting in an erroneous interpretation of whether aperture or teeth
are present. Finally, most of the undetected cases of eyebrow raises were ones that were
subtle, while z-plane motion, moving toward the camera in particular, was the main
reason for false eyebrow raises. To minimize the number of false positive cases of an
eyebrow raise, scale invariance can be achieved by normalizing against the distance
between the two inner eye corners.

6.6 Summary

In this chapter I have defined the notion of head and facial displays, which are facial
signals with communicative intent, and their role as an intermediate abstraction in the
process of recognizing mental states from head and facial action units. I then presented
a system that for the real time recognition of these displays given a sequence of actions.

Displays are described as periodic or episodic depending on the dynamics of the input
action sequences. Each display is represented as an HMM that is trained as a classifier
for that display. HMMs are particularly suited for representing and classifying displays
because they incorporate the dynamics of the actions that constitute these displays,
while accounting for variations in these dynamics.

Action sequences from a video of arbitrary length are analysed spatio-temporally. Clas-
sification, which implements a sliding window of observations, executes in real time,
recognizing a display well within its total duration. The experiments demonstrated re-
liable recognition of displays that were sampled from a range of complex mental states.
The output of the HMM classifiers is concatenated to form the input to the topmost level
of the computational model of mind-reading: mental state inference.
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Chapter 7

Inference of Complex Mental
States

This chapter describes the top-most level of the automated mind-reading system: the
inference of complex mental states from head and facial displays in video. I use
Dynamic Bayesian Networks (DBNs) to represent complex mental states, and show how
the parameters and structures of the networks are determined from training videos. A
post-hoc analysis of the resulting models yields an insight into the relevance of specific
head and facial signals in discriminating six groups of 29 concepts of complex mental
states. The chapter then presents how the DBNs are used to infer the probability of an
incoming video sequence being “caused” by each of the states. The framework is opti-
mized so that the latency of the system, defined as the time elapsed between the onset
of a mental state and the system recognizing it, is minimal.

7.1 The uncertainty of mind-reading

Mental states constitute the top level of the computational model of mind-reading, and
denote the affective and cognitive states of the mind. A person’s mental state is not
directly available to an observer. Instead it is communicated through nonverbal cues of
which the face is arguably the most important. Chapters 5 and 6 described a system
for the recognition of observed head gestures and facial expressions from a continuous
video stream in real time. The quantized output probabilities of the display HMMs in
Chapter 6 are the input to this level of the automated mind-reading system.

The process of reading the mind in the face is inherently uncertain. People express the
same mental state using different facial expressions, at varying intensities and dura-
tions. In addition, the recognition of head and facial displays is in itself a noisy process.
Bayesian probability theory accounts for the uncertainty in models by combining do-
main knowledge with observational evidence. It is especially powerful when represented
as a graph structure, resulting in a probabilistic graphical model (PGM).

A PGM is a graph that represents the causal probability and conditional independence
relations among events. It is more intuitive and is computationally more efficient than
the respective probability model. The graph 6 is learned from training videos of facial
expressions of mental state classes. The observational evidence consists of the head
and facial displays that were recognized up to the current time Y[1 : |, along with the
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previous mental state inferences P(X[1 : ¢t — 1]). The objective is to compute and update
the belief state of a hidden mental state over time: P(X;[t]|Y[1 : ¢], X;[1 : ¢t — 1],0) where
1 < i < z. The belief state is conditioned on the head and facial displays that are
recognized throughout a video, their dynamics (duration, relationship to each other,
and when in the video they occur), the previous mental state inferences, and domain
knowledge.

7.2 Complex mental states as Dynamic Bayesian Networks

The belief state of a hidden mental state is conditioned on head and facial displays that
progress over time. A dynamic classifier was needed to take into account this temporal
information. The automated mind-reading system uses DBNs to model the unfolding
of hidden mental states over time. With top-down reasoning, the models specify how
mental states give rise to head and facial displays. With bottom-up inference, mental
states are classified with a certainty level given observations of displays.

7.2.1 Dynamic Bayesian Networks

DBNs are a class of probabilistic graphical models in which nodes represent random
variables or events, and the arcs (or lack of arcs) represent conditional independence as-
sumptions. As I have explained earlier, PGMs provide an intuitive visual representation
of the corresponding probabilistic models, and provide a compact parameterization of
the underlying process. This in turn results in efficient inference and learning [Hec95].
DBNs encode the relationship among dynamic variables that evolve in time. Bayesian
inference is used to update the belief state of the hidden variables based on the obser-
vation of external evidence over time. A comprehensive review of DBNs can be found in
Murphy’s thesis [Mur02].

DBNs are successfully used in applications such as activity recognition, facial event
analysis, and user-modelling. In activity recognition, Garg et al. [GPR03] and Choud-
hury et al. [CRPP02] fuse asynchronous audio, visual and contextual cues in a DBN
framework for speaker detection. Park and Aggarwal [PA04] present a DBN framework
for abstracting human actions and interactions in video into three levels. In facial event
analysis, Hoey and Little [HL03, HL04] use DBNs in the unsupervised learning and
clustering of facial displays. Zhang and Ji [ZJ03] apply DBNs in the active fusion of
facial actions to recognize facial expressions of basic emotions in image sequences. Gu
and Ji [GJ04] present a task-oriented DBN to monitor driver vigilance using facial event
classification. In user-modelling, DBNs are used in educational games to track student
game actions. These actions provide evidence to assess student knowledge as the game
proceeds [BC03, CGV02, ZC03].

DBNs enjoy several characteristics that make them an appealing framework for vision-
based inference problems. First, they may function as an ensemble of classifiers,
where the combined classifier often performs better than any individual one in the
set [GPHO2]. This lends itself nicely to vision problems that typically involve multi-
ple cues, such as the colour and shape of objects, or information about the objects in a
scene. Second, they incorporate multiple asynchronous cues within a coherent frame-
work, which is a characteristic of many vision problems that deal with the motion of
objects in a scene. Third, DBNs can model data at multiple temporal scales. This makes
them well suited to modelling human behaviour, which is often hierarchically structured
and is perceived at multiple abstraction levels. Finally, it is possible to compose large
DBNs by reusing and extending existing ones.
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(a) DBN unrolled for two consecutive slices (b) Rolled-up DBN

Figure 7.1: Generic DBN representing the hidden (unshaded) mental state event X; and the ob-
served displays {Y1,...,Y,}. Note that for the purposes of this level, the displays are observed
(shaded) even though they are inferred from HMM classifiers.

7.2.2 Representation

One approach to represent = mental state classes entails defining a single DBN with
one hidden state that can assume one of x values. Instead, I decided to represent each
mental state as a separate DBN where the hidden mental state of each network is a
mental state event. The event has two possible outcomes: true whenever the user is
experiencing that mental state, and false otherwise. Having a model for each class
means that the hidden state of more than one DBN can be true. Hence, mental states
that are not mutually exclusive or may co-occur can be represented by the system.
Having a model for each class also means that the parameters of each can be learned
independently of the rest of the classes, boosting the accuracy of the results.

Figure 7.1 illustrates a DBN for representing the interaction between a hidden mental
state and the set of observable displays. Like all graphical models, a DBN is depicted
by its structure and a set of parameters. The structure of the model consists of the
specification of a set of conditional independence relations for the probability model, or
a set of (missing) edges in the graphical model. The structure of a DBN, being dynamic,
is described in terms of an intra-slice and an inter-slice topology.

The intra-slice topology describes the dependencies of the variables within one slice, that
is, at a single point in time. In Figure 7.1, the hidden (unshaded) node X; represents a
mental state event. It influences y observation nodes (shaded), which describe what an
observer would see another person doing: {Y7,...,Y,}. The assumption is that displays
are independent of each other For example, a head nod and a smile are independent
given the mental state agreeing.

The resulting static model is known as a Naive Bayes model, where each of the display
classifiers are trained independently of each other and combined based on their joint
performance on some training data. The conditional independence assumption yields
surprisingly good results in many classification problems, even though this assumption
usually does not reflect the true underlying model generating the data [Pea88]. Domin-
gos and Pazzani [DP97] explore the conditions for the optimality of the Naive Bayes
classifier and show that under zero-one loss (misclassification rate) the classifier’s re-
gion of optimal performance is far greater than that implied by the independence as-
sumption. Variations on the Naive Bayes model include the Tree-Augmented BNs and
the Semi-naive Bayes [CSC*03al.

The inter-slice topology depicts the temporal dependency between variables across two
consecutive time slices. In terms of graphical representation, DBNs can be shown as
unrolled or rolled-up. In the unrolled representation, two or more time-slices are shown:
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Algorithm 7.1 Specifying a 2T-DBN
Objective: Specify DBN for mental state i with y + 1 nodes per time slice (Figure 7.1)

Define DBN structure

n; = 2(y + 1) nodes over the two slices
for all j in n; do
if j is a mental state node then
Number of neighbours=y + 1
else
Number of neighbours=1
Specify the neighbours
Specify the type of neighbour: Parent or Child
Bind j to binary variable

Instantiate DBN with random 06,
Find 6; as described in Section 7.3
Update DBN with 6;

in Figure 7.1(a), an additional arc between X;[t — 1] and X;[t] encodes the temporal
dependency between that mental state class in consecutive slices of the network. In the
rolled-up case, only a single time-slice is shown, and dynamics nodes such as X; are
indicated by a double circle (Figure 7.1(b)).

The total number of nodes in each model is y + 1, where y is the number of observable
displays. All the nodes denote events that have two possible outcomes, true or false.
The parameter set 6; for mental state 7 is described in terms of an observation function,
a state-transition function, and a prior as follows:

* The observation matrix By, = {b;;} denotes the conditional probability distrib-
ution tables for each two connected nodes in the graph, where for 1 <i < x and
1<j<uy,

by = L) PUGIT]
TPl P(Y;IXG)

¢ The transition matrix A = {a;;} is the conditional probability distribution table
for the temporal transition between two variables that are connected across slices
where for 1 < < z,

WZ[H&MXﬁ—m H&MW#—m]
PG - 1)) POXGIIXG (- 1)

* The prior 7 = {m;}, where m; = P(X;[0]) for 1 < i < z represents our prior belief
about mental state i.

The model is given by its joint probability distribution:

Programmatically, specifying a DBN in Matlab’s BNT [MurO1] or its equivalent C++
version, Intel’s Probabilistic Networks Library (PNL) [PNLO03], involves defining the
structure of a DBN over two time slices (2T-DBN). The steps are shown in Algorithm 7.1.
Essentially, for each of the 2(y + 1) nodes over the two slices of a DBN, the neighbour at
each node and its type are specified. The DBN is instantiated with random parameters
and then updated once the actual parameters are determined.
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7.3 Learning

Learning is the problem of determining the parameters and defining the structure
(model selection) of a DBN. This process is data-driven: as long as training examples
are available for any mental state class, then it is possible to learn a model of that class.
Currently, learning is implemented as a one time off-line process.

Table 7.1: Structure and parameter learning in DBNs. From Murphy’s thesis [Mur02].

Structure Observability Method Section number
Known Full Maximum Likelihood Estimation  Section 7.3.1
Known Partial Expectation Maximization (EM) not applicable
Unknown Full Search through model space Section 7.3.4
Unknown Partial EM + search through model space not applicable

Table 7.1 summarizes four possible cases of learning based on whether the network
structure is known or not, and whether the training data is fully observed or not. The
training data is fully observed when the values or labels of all the nodes—including the
hidden ones—are available. The training data is partially observed when there is miss-
ing data and/or latent variables. Learning in the partially observed case is much harder
as it requires the use of approximation inference methods that are computationally more
expensive [Hec95, HLO04].

The videos from the Mind Reading DVD constitute the training data. They are fully
observed since they have already been labelled with visible head/facial displays and a
mental state class. A Naive Bayes model structure is assumed as shown in Figure 7.1.
Thus, to estimate the parameters of the DBNs I use Maximum Likelihood Estimation
(first row in Table 7.1). Later, the network structure is challenged, and a search through
the model space is carried out to find a (locally) optimal network structure (third row).

7.3.1 Parameter estimation

When the data is fully observed and the network structure is known, Maximum Like-
lihood Estimation (MLE) can be used to estimate the parameters of a DBN. When the
nodes are discrete, MLE amounts to counting how often particular combinations of hid-
den state and observation values occur, and the parameters are estimated as follows:

* Observation matrix By: the conditional probability distribution table for display
j and mental state i in B, is determined by P(Y;|X;) and P(Y;|X;). The probability
of observing each head/facial display given a mental state, P(Y;|X;), is computed
by counting the number of occurrences of Y; in X;. The probability of observing
a display given all other mental states in a set of training examples, P(Y;|X,), is
given by the number of occurrences of Y; in all mental states except X;.

¢ Transition matrix A: the transition function of the system can be learned in-
dependently of the observation matrix. It is given by the number of transitions
between hidden state values over time. Since each video in the training set maps
to a single mental state, transitions from one mental state to another are not avail-
able. Hence, the statistical truth of the data is such that the probability of moving
from X;[t — 1] to X;[t] is one, and moving from X;[t — 1] to X;[t] is zero. Likewise, the
probability of X;[t] given X[t — 1] is zero.

¢ The priors 7: the priors are set to the frequency of each class in the training set.
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MLE provides a closed-form solution to estimating the parameters of the DBNs, and the
resulting model is amenable to exact inference [Hec95]. By contrast, Bayesian learning
tries to learn a distribution over the parameters, and even though it is more elegant,
inference algorithms are computationally intensive.

7.3.2 Discriminative power heuristic

In addition to the DBN parameters 6, I define a heuristic H = P(Y;|X;)—P(Y;|X;), which
is later used in the parameter estimation process. The magnitude of H quantifies the
discriminative power of a display for a mental state; the sign depicts whether a display
increases or decreases the probability of a mental state. To explain how the heuristic
works, consider the following hypothetical cases of the discriminative ability of a head
nod in identifying the mental state agreeing:

1. Assume that a head nod is always present in agreeing P(Y;|X;) = 1, but never
appears in any of the other mental states P(Y;|X;) = 0. The heuristic is at its
maximum value of one, and its sign is positive. The presence of a head nod is a
perfect discriminator of agreeing.

2. Now, consider that a nod never shows up in agreeing, P(Y;|X;) = 0, but always
shows up in all other mental states P(Y;|X;) = 1. The magnitude of H would still
be one, but its sign would be negative. In other words, the head nod would still be a
perfect discriminator of agreeing.

3. Finally, if a head nod is always observed in agreeing, and is also always observed in
all other mental states, then P(Y};|X;) = P(Y;|X;) = 1. In this case, H has a value
of 0, and the head nod is an irrelevant feature in the classification of agreeing.

7.3.3 Results of parameter estimation

DBNs are data-driven and hence are not fixed to particular mental states. Nonetheless,
to validate the DBN framework I chose six complex mental state groups and the mental
state concepts they encompass, which were derived from the taxonomy of Baron-Cohen
et al. [BGW'04]. A tree diagram of the mental state groups and concepts was presented
in Chapter 3. The six groups are agreeing, concentrating, disagreeing, interested, think-
ing and unsure.

The parameters are summarized in Figures 7.2-7.7. They depict the conditional proba-
bility distribution tables and discriminative-power heuristic for each display and mental
state combination. It is possible to think of the parameters of each mental state as its
“signature”. Note that the probabilities reach a maximum of 0.5. This confirms the
findings of the studies presented in Chapter 3: on their own, none of the displays are
particularly strong classifiers of any of the mental states.

Effect of choice and size of training set on the parameters

When MLE is used for parameter estimation, the resulting models are a factor of the
size and choice of the examples used for training. To account for this variability, the
parameters reported in this section are the results of several runs of MLE for each
class. Table 7.2 summarizes the total number of runs carried out for each class. For
instance, the parameters for agreeing were computed from 64 runs. These runs were
generated from the 34 videos representing agreeing as follows:
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Table 7.2: Number of runs of Maximum Likelihood Estimation for each mental state class

agreeing concentrating disagreeing interested thinking unsure
64 48 51 60 61 60

¢ Using a leave-one-out methodology, one video is removed and MLE is run on the
remaining 33 videos. This results in 34 different runs of MLE with varying training
examples. Note that each video contributes to more than one training example.

¢ Using a leave-four-out methodology, four videos are randomly removed from the set
and MLE is run on the remaining 30 videos. I have chosen to do 30 runs of MLE to
test the effect of different combinations of training examples.

* The mean, max, and min values over all 64 runs are computed for P(Y;|X;), 1 <
j < y. The max and min values depict the range of P(Y}|X;), that is the result of
varying the size and choice of training examples.

* Note that in estimating the parameters of agreeing, leave-one-out and leave-four-
out are applied to the positive examples of that class. The training examples of all
other classes are fixed. That is, P(Y;|X;) for 1 < j < y is fixed across all the MLE
runs of class i, and there is no range reported.

* The mean, max, and min values of |H| = |P(Y;|X;) — P(Y;|X;)| are computed given
the mean, max, and min values of P(Y;|X;) and the fixed value of P(Y;|X,).

* The range of values for P(Y;|X;) and |H| is indicated by the error bars in Figures 7.2-
7.7. It shows that MLE is robust to the choice of size and videos used for training.

Agreeing

The agreeing class is a refinement of the sure group in the Mind Reading DVD that en-
compasses the mental states that communicate agreeing, granting consent or reaching
a mutual understanding about something. It is associated with a feeling of knowing,
which is a cognitive state [Hes03]. The class includes assertive, committed, convinced,
knowing, persuaded and sure, each represented by six videos. Out of the 36 videos,
FaceTracker fails on two of them; the resulting 34 videos generate a maximum of 855
training samples, since every video in the training set contributes to more than one
inference instance.

Figure 7.2 shows the parameters for the agreeing DBN. The lip corner pull, head nod
and head turn are the most likely displays to occur. Of the three, the head nod is the
strongest discriminator of agreeing. This is because even though the probability of a lip
corner pull occurring in agreeing is higher than that of a head nod, the latter seldom
occurs in any of the other mental states, while the lip corner pull does. By the same
token, the head turn has no discriminative power because it has an equal probability of
incidence in agreeing as in all other mental states.

The prevalence of the head nod as a strong identifier of agreeing is an important finding
because it confirms the few studies in psychology that observe people who are in this
mental state. For example, in one study parents are reported to give a vertical nod with
a smile to their children when approving of their conduct [Dar65].
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Figure 7.2: The results of parameter estimation for agreeing. While the lip corner pull is the most
likely display to occur, the head nod is the most discriminative. The error bars depict the effect of the
size and choice of training examples on the parameters.
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Figure 7.3: The results of parameter estimation for concentrating. The presence of teeth is the most
likely display to occur; the head tilt is the most discriminative.
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Figure 7.4: The results of parameter estimation for disagreeing. The head shake is the most likely
display to occur and it is also the most discriminative.
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Figure 7.5: The results of parameter estimation for interested. The eyebrow raise, mouth open and
presence of teeth are the most likely displays and the most discriminative.
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Figure 7.6: The results of parameter estimation for thinking. The head tilt and the head turn are the
most likely displays to occur and are also the most discriminative.
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Figure 7.7: The results of parameter estimation for unsure. While the head turn is the most likely
display to occur, the absence of teeth and closed mouth are the most discriminative.
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Concentrating

The Concentrating class includes the following three mental state concepts from the
Mind Reading DVD: absorbed, concentrating and vigilant. Each concept is represented
by six videos for a total of 18 videos, or 465 training samples. Figure 7.3 shows
the learned model parameters for the concentrating DBN. An open mouth and the
presence of teeth are the two most likely displays to occur. However, they are not
strong discriminators of concentrating. Rather, it is the (absence of) head tilt, lip corner
pull and eyebrow raise that are the strongest indicators of concentrating, although
individually they would have been weak discriminators.

In general, the parameters indicate that there is a low incidence of displays occurring in
concentrating, an effect that is evident in the little head or facial movement in these 18
videos. This observation is interesting since, in the literature, concentration is referred
to as a state of “absorbed meditation” [Dar65]. Indeed, under the behavioural ecology
view of facial expressions [Fri92], the low incidence of facial displays in concentration
indicates inaction. This inaction is designed to discourage interaction with others (“Do
not bug me now, I am in the middle of something”) [RC03].

Disagreeing

The disagreeing class communicates that one has a differing opinion on or is disput-
ing something. It includes: contradictory, disapproving, discouraging, disinclined, each
represented by six videos. Out of the 24 videos, FaceTracker fails on three; the remain-
ing 21 videos generate 553 training examples. Figure 7.2 shows the parameters for the
disagreeing DBN. The head shake is the most likely display to occur. This confirms the
literature on disagreeing where people are reportedly seen to move their heads several
times from side to side, or shake their heads in negation [Dar65]. Finally, as in agreeing,
the head turn has little discriminative power in disagreeing despite a high probability
of occurring.

Interested

Being interested indicates that one’s attention is directed to an object or class of objects.
The ability to recognize if a person is interested is especially relevant in intelligent tutor-
ing systems. The class includes: asking, curious, fascinated, impressed and interested,
each represented by six videos. The 30 videos generate 782 training samples. Figure 7.5
summarizes the learned model parameters for the interested DBN. The figure shows
that the eyebrow raise, mouth open and presence of teeth are the most likely displays
to occur, and they are also the most discriminative since P(Y;|X;) is low for all three
displays. The eyebrow flash is often linked to interest [Ekm79].

Thinking

Thinking communicates that one is reasoning about, or reflecting on, some object: brood-
ing, choosing, fantasizing, judging, thinking and thoughtful. The 36 videos generate 681
training samples.

Figure 7.6 summarizes the learned model parameters for the thinking DBN. It shows
that the head tilt and head turn orientation are the most likely displays to occur, and
they are also the most discriminative. Studies by Baron-Cohen and Cross [BC92] have
shown that people infer that a person is thinking when a person’s head orientation and
eye-gaze are directed away from the viewer, to the left or right upper quadrant, and
when there is no apparent object to which their gaze is directed.
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Unsure

Unsure communicates a lack of confidence about something, and is associated with a
feeling of not knowing, which like the feeling of knowing is a cognitive one [Hes03].
The class encompasses the following mental states concepts: baffled, confused, puzzled,
undecided, and unsure. Out of the six mental states, confusion is the most commonly
cited in the general literature of cognition and emotion. With six videos representing
each concept there is a total of 30 videos, of 809 training samples.

As shown in Figure 7.7, the head turn is the most likely display to occur in unsure.
However, it is not a strong discriminator of unsure since the display occurs nearly as
often in all other mental states. Even though the probability of an open mouth and
presence of teeth are low, their discriminative power is higher than that of the head
turn. In other words, a closed mouth and absence of teeth are indicators of unsure.

7.3.4 Model selection

The results of parameter estimation show that the head and facial displays that are
most relevant in discriminating mental states are not by necessity the same across
mental states. This observation provided the motivation to implement model selection
in search for the optimal subset of head and facial displays most relevant in identifying
each of the mental states. Using only the most relevant features for the DBN struc-
ture reduces the model dimensions without impeding the performance of the learning
algorithm, and improves the generalization power of each class by filtering irrelevant
features [Bil00].

One possible approach to picking the most relevant features is to use the discriminative-
power heuristic from Section 7.3.3. The problem, however, is that the difference in the
values of the heuristic were in some cases very small, such as in the concentrating class.
The small differences in the heuristic could be an artefact of the training data. Picking
features based on that may result in over-trained models. The alternative is to select
models on the basis of their classification performance on some test set. The resulting
models would represent only the most relevant features of each class; the features that
are common across all classes or do not help in classification are not included in the
models. The models are optimized for classification performance (discriminative) as
opposed to generating good examples (generative).

Assuming the inter-slice topology is fixed, the problem of feature selection is an opti-
mization one defined as follows: given the set of y displays Y, select a subset that leads
to the smallest classification error for videos in a test set of size S. Each video in the
set yields 7" mental state inferences. The classification error of a single instance within
a particular video is 1 — P(X;[t]|Y[1 : t]). Accordingly, the classification error of mental
state i is given by the sum of the errors over the T instances for all S videos:

1 S T
e; = ﬁz > 1 P(X[H][Y]1:t) (7.1)

s=1t=1

The most straightforward approach to feature selection would involve examining all
possible subsets and selecting the subset with the least value of ¢;. However, the num-
ber of possible subsets grows exponentially, making this exhaustive search impractical
for even moderate values of y. Deterministic, single-solution methods, such as the se-
quential forward selection (SFS), the sequential backward selection (SBS) [MM63] and
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their respective floating versions [FPHK94] are commonly used methods for performing
feature selection. While the floating versions yield better results, SF'S and SBS are the
simplest to implement and are reasonably faster [JZ97]. I use SBS to find a subset of
observation nodes for each mental state such that the classification error of the DBN
is minimized (Algorithm 7.2). The algorithm works by eliminating features recursively
from the feature set such that the classification error of the feature subset is minimized.

Algorithm 7.2 Sequential backward selection (SBS) for DBN model selection

Objective: For each of the x mental state DBNs, find a subset of the y displays Y =
{Y1,...,Y,} that leads to the smallest classification error e,,;, on a test set of size S

subset SBS (F, e)
Emin = €
for all display Y; in F do
es = ComputeClassificationError (F-Y;)
if e,;n > es then
Emin = €s
J=Y,
if e,,;, < e then
return SBS (F-J, e¢,,,i»)
else
return F

BestSubset = SBS ({Y71, ..., Y}, ComputeClassificationError ({Y,...,Y,}))

7.3.5 Results of model selection

Figure 7.8 shows a trace of the search algorithm for agreeing. Initially, the search starts
with the full display set of size y, and evaluates the classification error e, for a fixed test
set. A display is then removed recursively from the feature subset F and once again is
evaluated on the test set. The classification error ¢, is compared to the current lowest
bound e,,;,. In the case where ¢, is less than or equal to e,,;,, the current bound is
updated and that branch is searched further, otherwise it is pruned. This is repeated
until there is no further reduction in classification error. Note that the algorithm does
not guarantee a global optimum since that depends on the training and the test sets.

Table 7.3: Summary of model selection results. Column ¢ summarizes how the probability of mental
state i is affected by observing evidence on each of the displays. Row j depicts the effect of observing
display j on the probability of each of the mental states.

agreeing concentrating disagreeing interested thinking unsure
head nod +0.28 -0.08 -0.05 -0.07 -0.08 -0.07
head shake -0.11 +0.42 -0.13 +0.04
head tilt -.019 -0.06 +0.34
head turn +0.18
lip corner pull +0.17 -0.17 -0.1
lip pucker -0.10 +0.1 +0.06
mouth open -0.13 +0.07 -0.14 +0.40 -0.05
teeth present -0.14 -0.14 +0.39 -0.17
eyebrow raise -0.08 -0.17 -0.15 +0.34 -0.08

The results of sequential backward selection for each of the mental state classes are
summarized in Table 7.3. A non-blank entry at cell (j, ¢) implies that display j is present
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Figure 7.8: Sequential backward selection to select the set of displays in agreeing. The search
starts at the top with the full set of displays (y=9). A feature is then removed recursively from the
feature subset. The classification error e is shown below each feature subset. At each level, the
feature subset with the least classification error (indicated with a v) is explored further, the others
are pruned. The resulting DBN for agreeing consists of the head nod, lip corner pull, lip pucker,
mouth open, teeth present, and eyebrow raise.

in the converged model of mental state i, while a blank entry implies that it is not. The
results are consistent with the discriminative power heuristic presented in Section 7.3.3
in that the most discriminative displays are, in fact, the ones which were selected by the
sequential backward selection algorithm.

The value of a non-blank cell (j,7) is the sign and magnitude of the discriminative-
power heuristic H of display j for mental state i from Section 7.3.3. A positive value
in cell (j,7) means that observing display j increases the probability of mental state ¢,
while a negative one means that observing display ; decreases that probability. The
magnitude depicts the extent with which the probability changes. Hence, Table 7.3
predicts how the DBNs behave when evidence of head and facial displays is observed:

* Column i summarizes how the probability of mental state i is affected by observing
evidence on each of the displays. For instance, the table predicts that the presence of
an open mouth, teeth or eyebrow raise would increase the probability of interested,
while a head nod would decrease it, assuming that the probability was non-zero.

* Row j depicts the effect of observing display j on the probability of each of the
mental states. For instance, observing a head shake would have the following
effect: increase the probability of disagreeing, and to a lower extent, increase that of
unsure. It would decrease the probability of concentrating and thinking, and would
have no effect on the probability of agreeing and interested.

Note that the table only provides a prediction; the actual behaviour of the DBNs depends
on the combination of displays recognized, their dynamics, and the probability of the
previous mental states. Figure 7.9 shows the resulting DBN of each mental state.
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Figure 7.9: Converged mental state DBNSs.
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Figure 7.10: Procedural description of mental state inference. Inference is implemented as a sliding
window of evidence. The evidence consists of the w most recent displays; it progresses dw actions
at a time. Depending on whether or not a classification rule is used, the output of the system is either
x binary results or x temporal patterns.

7.4 Inference

Once the structures and parameters of the DBNs are determined, the mental state
DBNs act as classifiers for the online inference of complex mental states. Inference
involves recursively updating the belief state of hidden states based upon the knowledge
captured in the models and the observational evidence.

7.4.1 Inference framework

Figure 7.10 shows a procedural description of how real time mental state inference
proceeds in a video of arbitrary length. The classification framework is implemented
as a sliding window of evidence. The evidence size is w displays, and it progresses dw
actions at a time. At any instant ¢, the observation vector that is input to the DBN
classifiers is a vector of the w most-recent displays Y[t — w : ¢], and the corresponding
most-recent mental state inferences P(X[t — w : ¢t — 1]. The output is a probability that
the observation vector was generated by each of the DBNs.

Algorithm 7.3 describes the implementation details of mental state inference. First, an
inference engine is instantiated. Because in this specific model the hidden states are
discrete variables and there are no loops in the structure of the DBNs, exact inference
algorithms can be used. The forward-backward algorithm and the unrolled-junction-
tree algorithm are two examples of exact inference algorithms [Mur02]. In the forward-
backward algorithm, the DBNs are first converted to an HMM before applying the
algorithm. In the unrolled-junction-tree algorithm, the DBNs are unrolled, and then
any static Bayesian Network inference algorithm is used. The algorithms are simple
and fast for small state spaces.

Once an inference engine is instantiated, the evidence is accumulated over w time slices
for the purpose of the first inference instance, which occurs at time ¢t = w. The inference
involves calculating the marginal probability of X; by integrating out the values of the
observations. The window then slides dw actions, upon which the observation vector is
updated and the inference engine invoked.

The choice of the sliding factor dw has an effect on the latency of the system. In the
context of mind-reading, latency is the time elapsed between the onset of a mental
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state and the system recognizing it. With the current hardware—a Pentium 4 processor,
3.4 GHz, 2 GB of RAM—a sliding factor of one head/facial action is implemented, that
is, displays are incorporated into the observational vector for inference as they occur,
and a mental state inference is output every 166 ms or five frames at 30 fps.

Algorithm 7.3 Mental state inference

Objective: Compute the belief state of a hidden mental state P(X;[t]|Y[t—w : t], P(X[t—
w:t—1])) over time, 1<i<zand 1 <t < T

Given: z mental state DBNs as in Figure 7.1, with y observations nodes Y; evidence
length is w and sliding factor, or lag, is dw

Initialization: Instantiate inference engine such as the unrolled-junction-tree or the
forward-backward algorithms

Initial inference instance

for all ¢ in w time slices do

Get current observations Y[t];
Enter evidence so far Y[1 : w};
Calculate P(X[w]|Y[1 : w])

Inference
t=w+dw
for all ¢ in T time slices do
Get current observations Y|¢]
Enter evidence so far: Y[t — w : t] and P(X[t —w : t — 1])
Calculate P(X[t]|Y[t — w : t], PX[t —w : t — 1]))
Advance window t =t + dw

The window size or evidence length w describes the number of most recent observations
to include as evidence on each DBN invocation. In physical terms, it denotes the
amount of inter-expression dynamics or the amount of head and facial display history
to consider when making a mental state inference. The criterion for choosing a value
for w is as follows: a small value of w may result in inaccurate results as it may not be
incorporating enough inter-expression dynamics during inference. It however produces
results as early as 1.3 seconds for w = 2. For larger values of w, the system becomes
more resilient to noise generated at the bottom two levels. However, the output is
smoothed out so some details may be lost. Also the results are produced much later,
as late as 3 seconds for w = 12. Recall from Chapter 3 that two seconds is the minimum
time required for a human to reliably infer a mental state and that video segments of
less than two seconds yield inaccurate recognition results. I chose to sample these two
seconds (60 frames) using a sliding window of w = 7 displays that progresses one facial
action at a time.

Figure 7.11 shows an example of the head and facial display evidence over a 5.5-
second long video labelled as discouraging from the Mind Reading DVD. Note that
discouraging belongs to the disagreeing group. This video should therefore be labelled
by the system as disagreeing to be considered a correct classification. Throughout the
video, a number of asynchronous displays that vary in duration are recognized: a head
shake, a head turn, a lip corner pull, and an open mouth and teeth. The resulting
mental state inferences are shown in Figure 7.12 for different sliding window sizes.
The window size aside, the recognized displays affect the mental state inferences as
predicted by Table 7.3.
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A sliding window implementation offers a number of advantages. First, it provides
a continuous and automatic means of segmenting the input video stream. Second, it
enables the system to continuously produce inferences at a frequency determined by dw.
Third, it allows the system to account for inter-expression dynamics by processing
displays in the context of each other, while still being computationally efficient.

7.4.2 Output of the automated mind-reading system

The output of the automated mind-reading system consists of the probabilities of each of
the mental state classes over the course of a video. The change in the probability values
of a mental state over time carries important information about a person’s mental state.
For instance, in Figure 7.12, the increase in the probability of unsure between 1.7 and
2 seconds indicates that the person is moving into a state of being unsure, while the
decrease in the probability of unsure during the fifth second suggests that the person is
moving out of that state.

The six probabilities (for the six mental states I chose to work with here) and their
development over time represent a rich modality analogous to the information humans
receive in everyday interaction through mind-reading. For the purpose of measuring
performance and comparing to other systems, one could use a classification rule with
the output probabilities to force a binary classification result for each mental state.
This would be equivalent to asking if, for example, the person in the video is unsure or
not. It is also possible to reinforce only one correct mental state out of the possible six,
although this inherently makes the assumption that mental states do not co-occur.

The classification rule that I adopt to evaluate the recognition accuracy of the system is
discussed in the next chapter. For real-world applications however, it is how the mental
state probabilities unfold over time that provides the richest source of information.

7.5 Summary

In this chapter I have described the inference of complex mental states from head and
facial displays in video using DBNs. This class of probabilistic graphical models are
a good choice for representing complex mental states because they act as an ensemble
of classifiers, fusing multiple dynamic and asynchronous cues over varying temporal
scales.

The results of parameter estimation and model selection for the mental state DBNs
provide an insight into the relationship between observable displays and hidden mental
states. In particular, the discriminative-power heuristic predicts the effect of observing
some evidence on the output of the DBNs. The robustness of MLE to the size and
choice of training examples is also demonstrated. The post-hoc analysis of parameter
estimation and model selection is an interesting one to repeat with a wider set of
displays and mental state classes. The inference framework was designed as a sliding
window implementation to ensure that the classification of mental states occurs soon
after the onset of observed displays.

The chapter describes several important contributions compared with existing research
on facial analysis systems. First, the automated inference of complex mental states is
a significant step forward from existing systems that only address the basic emotions.
Second, the system supports many fine shades of a mental state, not just the prototype
expression of that state as is often the approach in existing facial analysis systems.
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Figure 7.11: Trace of display recognition in a 5.3 second video labelled as discouraging from the
Mind Reading DVD. Discouraging belongs to the disagreeing group. The top row shows selected
frames from the video sampled every one second. The following nine rows show the output of the
head and facial display recognition, which constitute the input to the DBN. The first set of head and
facial display output occurs at one second. The mental state inferences for this video are shown in
Figure 7.12.
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(a) Results of mental state inference for the video in Figure 7.11 using as evidence the two most recent
head and facial display outputs for each instance of mental state inference. The first DBN invocation
occurs at 1.3 seconds. The probability of disagreeing integrated from 1.3 to 5.3 seconds is 0.38, an incorrect
classification of the video.
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(b) Results of mental state inference using as evidence the six most recent head and facial display outputs
for each instance of mental state inference. The first DBN invocation occurs at two seconds. The probability
of disagreeing integrated from 2 to 5.3 seconds is 0.75, a correct classification. This is the sliding window
size that I adopt for the system.
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(c) Results of mental state inference using as evidence the 12 most recent head and facial display outputs
for each instance of mental state inference. The first DBN invocation occurs at three seconds. The
probability of disagreeing integrated from 3 to 5.3 seconds is 0.96, a correct classification.

Figure 7.12: The criterion for choosing a value for the sliding window of evidence w, the number of
most recent head and facial displays used for each instance of mental state inference. The smaller
the value of w, the earlier the first inference results are produced, but the less accurate they are since
little history is incorporated for inference. The larger the value of w, the more resilient the system is
to noisy observations, but the later the output of the first inference. Also with larger values of w, some
detail is lost. The system is configured to use the six most recent head and facial displays for mental
state inference. The mental state inferences shown are for the 5.3 second video in Figure 7.11,
labelled as discouraging. Discouraging belongs to the disagreeing group.
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Third, the relationship between head/facial displays and mental states is explored
using the statistical truth of the data. Finally, mental state inference is executed
automatically without the need to manually pre-segment videos. The performance of the
system in terms of accuracy, generalization and speed is evaluated in the next chapter.
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Chapter 8
Experimental Evaluation

This chapter describes the performance of the automated mind-reading system in terms
of accuracy, generalization and speed. The accuracy is a measure of the classification
performance of a system on a pre-defined set of classes. The generalization ability of a
system describes its accuracy when trained on one corpus and tested on a completely
different, previously unseen corpus of videos. It is an indicator of whether it is possible
to deploy the system with different users and in different settings outside of the lab
once it has been trained. The speed measures the real time performance and latency of
the system, and is an important consideration if the system is to be used in a natural
computing environment.

8.1 Evaluation of the Mind Reading DVD

I evaluated the automated mind-reading system for the following six groups of complex
mental states: agreeing, concentrating, disagreeing, interested, thinking and unsure.
The system was trained and tested on the Mind Reading DVD videos using a leave-one-
out testing methodology. The system was configured to use the DBNs resulting from
model selection in Section 7.3.4. The sliding window parameters are as described in
Section 7.4.1: a window that spans the duration of a head/facial display, and progresses
six times, 166.7 ms at a time.

Each of the six mental state groups encompasses a number of mental state concepts.
For instance, the thinking group includes brooding and choosing. Brooding signals
that a person is deep in thought or meditating, while choosing indicates that a person
is selecting from a number of possible alternatives. Brooding and choosing are two
examples of being in a thinking state that may be expressed in slightly different ways.
The more “shades” or concepts of a mental state one can recognize, the better are one’s
social intelligence skills [Bar03].

The objective of this experiment was to test the system’s ability to correctly classify
mental state concepts in each of the six groups into their respective classes. For instance,
when presented with videos of brooding and choosing, the system should correctly
label them as examples of thinking. The challenge that the test posed is that while
the concepts share the semantic meaning of the group they belong to, they differ in
intensity, in the underlying head and facial displays, and in the dynamics of these
displays. Moreover, mental states concepts within a group are not equidistant. For
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instance, within the thinking group, choosing and judging are closer to each other in
meaning than brooding and thoughtful. The findings of this experiment can be used
to refine the taxonomy of Baron-Cohen et al. [BGW04]. For the six groups, 29 mental
state concepts were included; each concept is represented by six videos from the DVD for
a total of 174 videos. As of the time of this writing no other automated facial expression
analysis system was evaluated against the fine shades of mental states.

8.1.1 Classification rule

Figure 8.1 shows the results of display recognition and mental state inference in a
6-second long video labelled as undecided from the Mind Reading DVD. Undecided
belongs to the unsure group, so for the purposes of this analysis, its ground truth label is
unsure. Throughout the video, a number of asynchronous displays that vary in duration
are recognized: a head shake, a head tilt, a head turn, a lip pucker, and an eye-brow
raise. The recognized displays affect the inferred mental states over time as shown in
the figure. The strength s; of a mental state i over the course of a video of 7" instances,
is represented as the average in time of the area under the corresponding curve:

T
si= =Y PX[t][Y[L:1]) (8.1)

t=1

Alternatively, an aggregate error value for that mental state is represented by e¢; = 1—s;.
This is the classification error introduced in the previous chapter. The aggregate error
values for each of the six classes are shown at the bottom of Figure 8.1. The label
assigned to a video by the system is that of the mental state scoring the minimum error,
which, as explained earlier, also corresponds to the largest area under the curve. To
account for the system’s explicit representation of co-occurring mental state events, a
video is assigned multiple labels if the corresponding errors are small enough, that is
less than a threshold value of 0.4, determined empirically. If any of the labels that are
assigned by the system match the ground truth label of the video, then this is deemed
as a correct classification. If none of the labels match the ground truth, then the class
with the least error is a false positive. In Figure 8.1, unsure is the mental state class
with the least error and no other classes meet the threshold. Thus the system assigns
only a single label—unsure—to that video. Since this label matches the ground truth
label of the video, this is an example of a correct classification.

8.1.2 Results

Out of the 174 videos chosen for the test, ten were discarded because FaceTracker failed
to locate the non-frontal face on the initial frames of the videos. I tested the system on
the remaining 164 videos of 30 actors, which spanned 25645 frames or approximately
855 seconds. Using a leave-one-out methodology, 164 runs were carried out, where
for each run the system was trained on all but one video, and then tested with that
video. As explained above, for each run the system assigns to the video any of agreeing,
concentrating, disagreeing, interested, thinking and unsure. If any of the results match
the ground truth label of the test video, then this is a correct classification, otherwise it is
not. Note that since this is effectively a six-way forced choice procedure, the probability
of responding by chance is 16.7%. This would be the recognition rate of the system if it
did not encode any useful information at all, and was merely picking a class at random.

Figure 8.2 shows the breakdown of videos in each of the six groups by mental state
concept (row) and by actor (column). There is exactly one example of a person acting
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Figure 8.1: Trace of display recognition and mental state inference in a 6-second video labelled as
undecided from the Mind Reading DVD: (top) selected frames from the video sampled every one
second; (middle) detected head and facial displays; (bottom) mental state inferences for each of the
six mental state classes and corresponding table of errors, integrated from 2 to 6 seconds. Since the
least error is unsure and undecided belongs to the unsure class, this is a correct classification.
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any mental state concept in any class. For example, Figure 8.2 (b) shows that 15 out
of 16 actors pose exactly one video in concentrating. Y4 is the only actor contributing
with more than one video; the three videos—absorbed, concentrating and vigilant—
acted by Y4 differ considerably in their signature. About half of the actors contribute
with more than one example per mental state group. Hence, in half of the test cases,
this evaluation experiment is user-independent in the strict sense, that is, the person
in the video will not have appeared in the training set of a class. In the other half of
the test cases, a person will have appeared in the training set of a class, but will have
acted a different mental state concept altogether. Even though this is not entirely user-
independent, it is still considerably more challenging than tests in which a prototypic
sequence of a person acting an emotion, say the smile of happiness, is included both in
the training and in the test set.

The results are summarized in the confusion matrix and 3D bar chart in Figure 8.3.
Row i of the matrix describes the classification results for mental state class i. Column ¢
shows the number of times that mental state class i was recognized. The totals column
gives the total number of videos that are labelled as i. The last column lists the true
positive (TP) or classification rate for class i. It is given by the ratio of videos correctly
classified as mental state i to the total number of videos that are labelled as i. The
totals row yields the total number of videos that are classified as i by the system. The
bottom row yields the false positive (FP) rate for class i, computed as the ratio of videos
falsely classified as i to the total number of videos that are labelled as anything but i. In
the 3D bar chart, the horizontal axis shows what the classification percentages are for
videos that are labelled as i. The percentage that a certain mental state was recognized
is described along the z-axis. Figure 8.3 shows that the classification rate is highest for
concentrating (88.9%) and lowest for thinking (64.5%). The false positive rate is highest
for concentrating (9.6%) and lowest for disagreeing (0.7%). For a mean false positive
rate of 4.7%, the accuracy of the system is 77.4%.

For the 125 videos that were correctly classified, seven videos were assigned more than
one label by the system, of which one matched the ground truth label. I analysed the
multiple labels in each of these instances and found that it was plausible that these
were cases of mental state co-occurrences. For example, choosing, which belongs to the
thinking group, was assigned two labels: thinking and unsure. Arguably, being in a
state of choosing means that a person is both unsure about a number of alternatives,
and is thinking about which of these to select. Hence, I have scored this video as a
correct classification of thinking. Further research on the labelling and classification of
co-occurring mental states is necessary to more accurately analyse these cases.

To gain a better understanding of the distribution of errors within each class, I analyse
the results at the finer level of mental state concepts. Figure 8.4 shows the classification
results of the mental state concepts within each of the six groups of complex mental
states. Although one should be careful about drawing conclusions out of these results
because there are only six videos within each mental state concept, the results do show
that some perform better than others in a class. For instance, while 86% of the videos
labelled as choosing were correctly classified as belonging to the thinking class, only
25% of those labelled as thoughtful were classified as thinking. The results emphasize
that mental state concepts within a class in the emotion taxonomy of Baron-Cohen
et al. [BGW104] are not by necessity equidistant and that further studies are needed
to quantify these distances to determine how these mental state concepts and classes fit
in a multi-dimensional state space.
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Figure 8.2: Breakdown of the six mental state groups by mental state concept (row) and by actor
(column)
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Figure 8.3: Confusion matrix of machine recognition for the Mind Reading DVD shown as a 3D bar
chart and corresponding table. The last column in the table shows the true positive (TP) rate for each
class; the bottom row yields the false positive (FP) rate. For a false positive rate of 4.7%, the mean
recognition accuracy of the system is 77.4%. * concentrating is abbreviated for space considerations.

8.1.3 Discussion

The mean accuracy of the system (77.4%) and the classification rates of each of the six
classes are all substantially higher than chance (16.7%). It is not possible to compare
the results to those of other systems since there are no prior results on the automated
recognition of complex mental states. Instead I compare the results to those reported in
the literature of automated recognition of basic emotions and to human recognition of
complex mental states.

As shown in the survey in Chapter 2, the percentage accuracy of automated classifiers of
basic emotions typically range between 80-90. Although this is higher than the results
reported here, it is to be expected since the basic emotions are by definition easier to
identify than complex ones. First, while basic emotions are arguably identifiable solely
from facial action units, complex mental states additionally involve asynchronous infor-
mation sources such as purposeful head gestures. Secondly, whereas basic emotions are
identifiable from a small number of frames or even stills, complex mental states can only
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Figure 8.4: Evaluation of the Mind Reading DVD: classification results for the mental states within
each class. Note that the probability of responding by chance is 16.7%.
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be reliably discerned by analysing the temporal dependencies across consecutive facial
and head displays. Thirdly, whereas basic emotions have distinct facial expressions that
are exploited by automated classifiers, this is not the case with complex mental states,
where single facial and head displays are only weak classifiers. Finally, in experimental
settings as opposed to natural interactions, facial stimuli are limited to the facial re-
gion, and contextual cues are not available to the participants or the machine, making
the classification problem more challenging.

I have already shown in the results from the experiments in Chapter 3 that human
recognition of complex mental states from the Mind Reading DVD is lower than that
of the classic basic emotions, and reaches an upper bound of 71% for videos from
the Mind Reading DVD. Hence, at 77.4%, the results of the automated mind-reading
system compares favourably to humans. Even though a direct comparison is not possible
between the two experiments because the videos were not by necessity the same, they
were nonetheless from the same corpora.

Aside from the difficulties inherent in recognizing complex mental states described in
Chapter 3, using the Mind Reading DVD videos presents further challenges because,
unlike other corpora used to evaluate such systems, the DVD was originally designed
to be viewed by humans and not machines. In shooting the DVD, the actors were given
the freedom to express the emotion labels in the ways they felt suitable, they were not
shown video examples of the mental states being acted out and were allowed to move
their heads freely.

Within-class variation

The stimuli used in training and evaluating existing automated facial analysis systems
is confined to a single prototypical expression of an emotion class. In comparison, the
videos from the Mind Reading DVD that represent each of the six mental state classes
exhibit a lot of within-class variation. Each class includes a range of mental state
concepts that differ in the way they are expressed. There is variation even within a
mental state concept because the actors were not given any guidelines on how to act a
mental state. Added to that, there is only one example of an actor posing a mental state.

The result is a set of videos within a class that vary along several dimensions includ-
ing the specific mental states they communicate, the underlying displays and their dy-
namics and the facial physiognomies of the actors. A video that varies substantially
compared to other videos in the class along any of these dimensions may end up being
misclassified. For instance, as shown in Figure 8.4(a), only 60% of the videos labelled as
assertive were correctly classified as agreeing. The rest were misclassified as concentrai-
ing or unsure since the underlying displays did not contain a head nod or a lip-corner
pull (a smile), the most frequently observed displays in agreeing.

The evaluation results largely depend on the specific concepts that are picked for train-
ing and testing in each class and how different are their underlying displays. When
the mental state concepts that share the underlying head/facial displays are the only
ones picked for training and testing the system, the results reported are much higher.
For example in el Kaliouby and Robinson [KR04c], the total number of videos used in a
six-way classification was 106, and covered 24 mental state concepts; the results were
higher than those reported here, reaching a mean accuracy of 89.5%.
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Uncontrolled rigid head motion

Most FER systems of basic emotions rely solely on facial expressions for classification
and do not support the recognition of head gestures. Accordingly, the stimuli used
in evaluating these systems is typically restricted in terms of rigid head motion. In
contrast, the Mind Reading DVD had no restrictions on the head or body movements of
the actors. Hence, the resulting head gestures and facial expressions are natural, even
if the mental state is posed, and contain in-plane and out-of-plane head motion. Rigid
head motion adds complexity to head and facial action recognition; the development of
automated facial analysis systems that are robust to substantial rigid head motion is
the subject of interest of many vision researchers.

Noisy evidence

The experimental evaluation in Chapter 6 has shown that the HMM classifiers of head
and facial displays are imperfect: displays may be misclassified or undetected by the
system. Both cases result in incorrect evidence being presented to the mental state
DBNSs. Depending on the persistence of the erroneous evidence, its location within the
video and its discriminative power, the resulting inferences may be incorrect.

Figure 8.5 shows an example of misclassification due to noisy evidence. The 5.7 second
video is labelled as vigilant, which belongs to the concentrating class. The mental state
inferences start with a high probability of concentrating and unsure. Due to a sideways
movement of the woman’s body, a head shake is falsely detected at 3.0 seconds and
persists for one second. This causes the probability of concentrating to drop to zero
and the probability of unsure to increase. The noisy evidence eventually leads to the
(mis)classification of this video as unsure instead of concentrating. Note that despite
the head shake, the video is not classified as disagreeing. This is consistent with the
detailed classification results for vigilant in Figure 8.4: out of the six videos labelled as
vigilant two were misclassified, one as unsure and the other as agreeing.

Consider the results of this example—concentrating incorrectly classified as unsure—
in the light of how the Mind Reading DVD videos were given their labels. Recall from
Chapter 3 that the process of labelling the videos on the Mind Reading DVD involved
a panel of 10 judges who were asked if, for instance, the video in Figure 8.5 is a
good enactment of vigilant. When 8 out of 10 judges agreed, a statistically significant
majority, the video was included in the corpus. In a separate test, which did not involve
viewing any videos, a lexical assignment of mental state words to groups was carried
out, for instance assigning the mental state vigilant to the concentrating group. In other
words, none of the videos on the Mind Reading DVD including the one in Figure 8.5,
were directly labelled in terms of the 24 groups in the emotion taxonomy of Baron-
Cohen et al. [BGW'04]. Hence, it is unclear if given the choice, people would classify
this video as concentrating or unsure. Using the results of the automated mind-reading
system as a starting point, further studies can be carried out to verify and further refine
emotion taxonomies, particularly that of Baron-Cohen et al. [BGW04].

8.2 Generalization to the CVPR 2004 corpus

When the training and testing are both done on the same corpus, even when a leave-x-
out methodology is used as in the previous section, a bias is introduced by the similarity
of recording conditions and actors of the videos in that corpus. This combined with
locally optimal training algorithms, such as Maximum Likelihood Estimation, may lead
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Figure 8.5: Incorrect classification due to noisy evidence: (top) selected frames—sampled every
one second—from a 5.7 second video labelled as vigilant from the Mind Reading DVD (vigilant
belongs to the concentrating class); (middle) detected head and facial displays, including a false
head shake (circled in red); (bottom) mental state inferences for each of the six mental state classes
and corresponding table of errors, integrated from 2 to 6 seconds. Note the effect of the false head
shake on decreasing the probability of concentrating. The video is (mis)classified as unsure instead
of concentrating.
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to over-fitting. In over-fitting, the exact model recovered is partially dependent both on
the size of the training set and on the randomness in the initialization procedure. The
result is that the classifier is optimized for one corpus but transfers poorly to situations
in which expressions, users, contexts, or image properties are more variable.

Generalization is an important predictor of the system’s performance in a natural
computing environment. This is because the better the generalization ability of the
system, the more feasible it is to train the system on some data-set then deploy it in
different interaction scenarios, with many users, without having to re-train or calibrate
the system. Evaluating the generalization performance of a system however, is an
expensive task, especially in vision-based systems where the collection, filtering and
labelling of videos is time-consuming task. As a result, most automated facial analysis
systems are evaluated on a single corpus of images or video using cross-validation or
bootstrapping; and the generalization ability of these systems remains unknown.

The objective of this evaluation experiment was to assess the generalization ability of
the mental state models when trained on the Mind Reading DVD videos, and tested on
a previously unseen corpus—the CVPR 2004 corpus. This is a very different experiment
from that presented in the previous section. In the previous section, the videos used to
train and to test the system were of people trained to pose the different mental states.
In this experiment, the system was still trained on “good” examples, but was tested on
videos that were posed by untrained people. In the CVPR 2004 corpus, 16 volunteers
from the CVPR 2004 conference acted all six mental states for a total of 96 videos!.

8.2.1 Human baseline

Compared to the Mind Reading DVD videos used to train the system, the videos in the
CVPR 2004 corpus were not posed by professional actors. As a result, the videos are
likely to include incorrect or bad examples of a mental state, and on the whole are
weakly labelled.

It would have been possible to use expert judges to label and filter the CVPR 2004 corpus
for bad or incorrect examples. Instead, I decided to include all the videos collected at
the conference in the evaluation, but tested how well a general population of amateurs
would classify them. The labelling experiment was done several months after the
CVPR 2004 corpus was recorded in Washington DC. None of the participants who were
asked to view and classify the videos knew when or where these videos were recorded,
and they did not recognize any of the actors in the CVPR 2004 corpus. The results from
this human population were used as a baseline with which to compare the results of the
automated mind-reading system.

A forced-choice procedure was adopted for the experiment. There were six choices on
each question: agreeing, concentrating, disagreeing, interested, thinking and unsure.
The procedure was as follows:

¢ Participants were first asked to go through the six mental state word choices and
were encouraged to inquire about any word meanings they were unclear about. A
clarification was made that unsure means that the actor in the video is unsure, not
that the participant is unsure of his/her answer.

!This experiment is user-independent by definition because none of the volunteers in the
CVPR 2004 corpus were actors in the Mind Reading DVD.
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¢ Participants were shown a video on a standard multimedia player and projection
screen, and then asked to circle the mental state word that they thought best
matched what the actor in the video was feeling. They were told that there was
only one correct answer for each question, and were asked to provide an answer for
all the questions.

¢ Participants were encouraged to request as many replays as they deemed necessary
to properly identify the mental state.

A total of 18 participants (50.0% male, 50.0% female) between the ages of 19 and 28 took
part in the experiment. The participants were company employees, mostly software
developers. All participated on a voluntary basis.

10

automated mindreading
system (63.5%)
in the top 5.6%

A

Count

25-29 30-34 35-39 40-44 45-49 50-54 55-59 60-64 65-69 70-74 75-79
% Correct answers

Figure 8.6: Distribution of responses in classifying the CVPR 2004 corpus videos of a general
population of 18 people. The result of the automated mind-reading system is shown for comparison.

The test generated 88 trials for every participant for a total of 1584 responses. The
distribution of results is shown in Figure 8.6. The responses of the participants range
from 31.8% to 63.6% (mean=53.0%, SD=6.8) of correct answers. A confusion matrix
of all 1584 responses is shown in Figure 8.8. The classification rate is highest for
disagreeing (77.5%) and lowest for thinking (40.1%). The false positive rate is highest
for concentrating (11.8%) and lowest for thinking (5.0%). For a false positive rate of
9.4%, the mean recognition accuracy of humans was 54.5%.

The total number of correct responses, where a correct response is one that matches the
label of a video, ranges from 100% to 0% over the entire set. The questions on which
none of the responses matched the label of the video, that is, 0% of the answers were
correct, suggests that some of the videos are inaccurate enactments of a mental state.

8.2.2 Results

The six mental state DBNs were trained on the entire set of videos picked from the
Mind Reading DVD. The system was then tested on each of the videos from the
CVPR 2004 corpus. Out of the 96 videos, 8 were discarded: three videos lasted less
than two second, which is when the first DBN invocation occurs, and FaceTracker failed
to locate the face in 5 videos. I therefore tested the system on the remaining 88 videos
(9380 frames or approximately 313 seconds). Figure 8.7 shows a trace of mental state
inference in a 4.3-second long video labelled as thinking. This is an example of a correct
classification because thinking scored the least error (and also meets the threshold).

The results are summarized in the confusion matrix and 3D bar chart in Figure 8.9.
The classification rate of the system is highest for disagreeing (85.7%) and lowest for
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Figure 8.7: Correct classification: (top) selected frames—sampled every 0.7 seconds—from a 4.3
second video labelled as thinking from the CVPR 2004 corpus; (middle) detected head and facial
displays; (bottom) mental state inferences and corresponding table of errors, integrated from 2 to 4.3
seconds. The most likely class—given by the least error—is thinking.
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mental state | agreeing | concentr” | disagreeing | interested | thinking | unsure || Total | TP %
agreeing 185 10 4 65 4 2 270 68.5

concentr” 11 111 2 29 57 27 237 46.8

disagreeing 6 15 165 3 6 18 213 77.5

interested 69 7 2 94 5 15 192 49.0

thinking 25 89 9 23 139 60 345 40.1

unsure 10 38 52 20 60 148 328 45.1

Total 306 270 234 234 271 270 1585 54.5
FP % 9.2 11.8 5.0 10.1 10.6 9.7 9.4

Figure 8.8: Confusion matrix of human recognition for the CVPR 2004 corpus shown as a 3D bar
chart and corresponding table. For a false positive rate of 9.4%, the mean recognition accuracy of
the participants is 54.5%. * concentrating is abbreviated for space considerations.
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Figure 8.9: Confusion matrix of machine recognition for the CVPR 2004 corpus shown as a 3D bar
chart and corresponding table. For a false positive rate of 7.3%, the mean recognition accuracy of
the system is 63.5%. * concentrating is abbreviated for space considerations.
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thinking (26.7%). The false positive rate is highest for agreeing (13.9%) and lowest for
thinking (0.0%). For a mean false positive rate of 7.3%, the mean accuracy of the system
is 63.5%, which is higher than chance (16.7%).

Compared to the results obtained when evaluating the Mind Reading DVD (Figure 8.3),
the results of the automated mind-reading system are on average 13.9% less. Notably
though, agreeing and disagreeing perform better with the CVPR 2004 corpus, increasing
4.8% and 4.7% respectively. Thinking however, performs substantially worse, dropping
37.8%. The statistical significance of these differences has not been analysed.

Compared to the results of humans classifying the exact set of videos, the automated
mind-reading system scores in the top 5.6% of humans, and 10.2% better than the mean
accuracy reported in the sample of 18 people. The result of the system is superimposed
on the normal distribution of human responses shown in Figure 8.6.

In addition to providing a baseline for comparison to the automated mind-reading
system, the classification results reported by the panel of 18 amateurs can also be used
to rigorously re-label the CVPR 2004 corpus videos. Similar to the process used to label
the Mind Reading DVD, if a majority of the judges agree on a label for a video, then this
label is adopted as the ground truth label for that video. A majority of 85% of this panel
agreed on the label of 11% of the videos; these videos were deemed as “good” examples
of mental state enactments. The system’s recognition accuracy of these videos is 80%.
This result emphasizes that the system’s generalization performance is comparable to
that of humans, and that the system generalizes well to new examples of mental states,
assuming that they are reasonably well acted.

8.2.3 Discussion

When tested on the CVPR 2004 corpus videos, the automated mind-reading system
scores in the top 5.6% compared to a group of people classifying the same set of
videos. The accuracy (63.5%) however, is lower than that reported in evaluating the
Mind Reading DVD videos (77.4%). There are a number of reasons for this drop in ac-
curacy. The principal reason can be attributed to the unprofessional acting and weak
labelling of the CVPR 2004 corpus videos, compared to the Mind Reading DVD videos
on which the system was trained. Notably, the actors on the Mind Reading DVD were
mostly British, while the volunteers for the CVPR 2004 corpus were from a more di-
verse audience of countries and ethnic backgrounds. This may have resulted in cultural
differences in the expression of a mental state. In addition, the recording conditions of
the CVPR 2004 corpus were much less controlled than those of the Mind Reading DVD,
resulting in a number of technical challenges in processing these videos.

\ x N
Figure 8.10: The recording conditions of the CVPR 2004 corpus were relatively uncontrolled in terms
of background, distance from the camera and lighting setup.

| L
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To start with, the videos were recorded at the CVPR 2004 conference at a demonstration
booth, which was co-located with other demonstrations. As shown in Figure 8.10, the
background of the videos is dynamic and cluttered since people were moving in and out
of the neighbouring demonstration booth. The distance from the camera varies across
videos. It even varies over the course of a video as an “actor” moves toward/away from
the camera. The videos were shot using only the lighting in the conference room. To
the contrary, the videos on the Mind Reading DVD all had a uniform white background,
the faces were recorded at a constant distance from the camera, and the lighting was
professionally set up. These factors reduce the accuracy of shape and colour analysis
used in the recognition of head and facial actions.

Figure 8.11: Some volunteers had a non-frontal pose and did not look into the camera.

In terms of pose, several volunteers maintained a non-frontal pose throughout the
recording session and several were also looking down at the instructions, rather than
at the camera (Figure 8.11). In terms of facial physiognomies, three volunteers had
a moustache/beard, while one volunteer had his glasses on. In comparison, almost
all of the actors in the Mind Reading DVD had a frontal pose, and none had a mous-
tache/beard or wore glasses. These variation in pose and facial physiognomies make the
feature point tracking less accurate.

w -

Figure 8.12: Two volunteers were talking throughout the videos. Notice the difference in the size of
the face within the image across subjects.

In the instructions handed out to the CVPR volunteers, there was no mention of speak-
ing. However, three volunteers asked if they could speak and were told they could
(Figure 8.12). In comparison, none of the actors on the training videos from the
Mind Reading DVD were talking. This meant that mouth actions were interpreted by
the system as affective displays even when they were speech-related, resulting in a num-
ber of misclassifications. The current implementation of the automated mind-reading
system—Ilike most existing automated facial expression recognition systems—assumes
that no speech is present, since speech introduces an additional complexity of decid-
ing whether the deformation of the mouth is speech-related or emotion-related or both.
Since speech is a natural component of social interaction, research into features that
are robust to speech but are sensitive to emotional expressions is necessary.
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Figure 8.13: Expression through modalities other than the face (from left to right): volunteer is
scratching the chin in thinking; scratching the head in unsure; shoulder shrug in unsure.

Finally, in some videos, the volunteers expressed a mental state through modalities in
addition to the face. For example, Figure 8.13 shows an example of a chin scratch in
thinking, head scratch in unsure and shoulder shrug in unsure. While those non-facial
expressions may be important indicators of the underlying mental states that people
readily use when mind-reading, the current version of the automated mind-reading
system does not support these modalities.

8.3 Real time performance

Most user interfaces require real time responses from the computer: for feedback to
the user, to immediately execute commands, or both. Although there is no universal
definition for real time, in an HCI context real time pertains to a system’s ability to
respond to an event without a noticeable delay [TKO04]. The opposite phenomena,
referred to as lag, is when there is a delayed response to some input from the user
[Mac95]. Of course, whether or not some delay is noticeable or acceptable is dependent
on the application context in which the delay is measured. For instance, in a mouse-
based target acquisition task, a lag of 75 ms is easily noticeable by the users of the
system; at a lag of 225 ms, the error rate of humans finding the correct target increases
by 214% [MW93].

Operating in real time is a pre-requisite to an automated mind-reading system that
is expected to be used with applications that adapt their responses depending on the
inferred mental state of the user. For instance, it is pointless for an application to
respond to a confused user long after she is no longer experiencing this mental state. In
order to support intelligent HCI, mental state inferences need to be made early enough
after their onset to ensure that the resulting knowledge is current.

8.3.1 Objectives

The objective of this analysis is to quantify the real time performance of the automated
mind-reading system, and gain an insight into how it scales as more actions, displays
and mental state classes are implemented. The throughput and the latency are typically
used to quantify the real time performance of a vision-based system [TKO04].

The throughput is the number of events that are processed per unit time. For the
automated mind-reading system, the throughput translates to the number of mental
state inferences made in a second. The latency is defined as the time elapsed, or
delay, between the onset of an event and when the system recognizes it. For the
automated mind-reading system, the latency is the difference between the instant a
frame is captured and the time when the system infers the mental state.
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Table 8.1: The processing time at each level of the automated mind-reading system measured on an
Intel Pentium® 4, 3.4 GHz processor.

level tracking action-level display-level mental state-level | total
time (ms) 3.00 0.09 0.14 41.10 44.33
8.3.2 Results

The system was tested on an Intel Pentium® 4, 3.4 GHz processor with 2 GB of memory.
The processing time at each of the levels of the system is summarized in Table 8.1. The
details are as follows (note that the code has not been optimized for speed):

e Live tracking: FaceTracker runs at an average of 3.0 ms per frame using a
Video for Windows (VfW) or DirectX compatible video capture device supporting
the capture of 320x240 interlaced frames at 30 fps.

* Head and facial actions: The time taken to extract head pitch, yaw and roll
actions was averaged over 180 calls to each of these functions. On average, each
function call took 0.022 ms per frame depending on the amount of head motion
in the frame. The time taken to extract mouth, lip and eyebrow actions was also
averaged over 180 calls to each of the functions. On average, each function call
lasted 0.010 ms per frame, subject to the amount of feature motion in the frame. In
total, this level of the system executes at 0.096 ms per frame.

e Head and facial displays: The time taken to compute the probability of a
head/facial display given a vector of head/facial action symbols was averaged over
180 invocations of the HMM inference. On average, a call to the HMM inference
lasts 0.016 ms, and is incurred once every five frames. Since there are currently
nine displays implemented so far, this level of the system executes at 0.140 ms
every five frames.

* Mental states: I tested the performance of DBN classification on Intel’s recently
released Probabilistic Network Library (PNL) [PNLO3]. The implementation of
fixed lag smoothing of the six previous inferences using unrolled junction tree
inference for a DBN with an average of seven nodes takes 6.85 ms per slice. This
varies with the size of lag. For instance, if only the three previous inferences are
considered this number drops to 4.46 ms. Hence, this level executes in 41.1 ms for
the six classes of complex mental states.

8.3.3 Discussion

To be deemed as real time the throughput of the automated mind-reading system has
to be at least equal to the input video. For video captured at 30 fps, and using a sliding
window that moves 5 frames per inference, the system needs to be able to perform
six inferences per second. On the machine configuration tested, the system would
theoretically be able to run at 22 inferences per second. At six inferences per second
this roughly translates into 27% of the processing power of an Intel Pentium®) 4 3.4 GHz
processor.

The extraction of head and facial actions and displays all run in linear time. The
processing time increases by 0.016 ms with each head or facial action or display added to
the system. At the mental state level, inference algorithms such as the unrolled junction
tree algorithms run in polynomial time in the number of nodes [GHO02].
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8.4 Summary

In this chapter, I presented the results of evaluating the automated mind-reading
system in terms of accuracy, generalization and speed. It was not possible to compare
the results of this work to those of other researchers because there are no prior results on
the automated recognition of complex mental states. Instead, the results were compared
to human recognition on similar recognition tasks.

In terms of accuracy, the system achieves an upper bound of 88.9%, and a mean ac-
curacy of 77.4% when tested on videos from the Mind Reading DVD that included 29
different mental state concepts. I decided to include many mental state concepts in
the test because the recognition of fine shades of a mental state is an indication of
social intelligence skills in humans. To evaluate the generalization ability of the sys-
tem, the system was trained on the Mind Reading DVD and tested on videos from the
CVPR 2004 corpus. The results compare favourably to human classification of the same
set of videos. In terms of real time performance, the processing times of each level was
measured to determine the overall throughput and latency of the system.

On the whole, the results show that the automated mind-reading system is successfully
able to classify a pre-defined set of mental state classes, and generalize to new exam-
ples of these classes with an accuracy and speed that is comparable to that of human
recognition. The experimental results also suggest that, similar to humans, the accu-
racy and reliability of the system can be improved through the addition of context cues,
a direction for future work.
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Chapter 9

Conclusion

This chapter first describes the principle contributions of this research, followed by
several directions for future work, before summarizing the dissertation by summing up
the progress it has made towards the development of socially and emotionally intelligent
interfaces.

9.1 Contributions

This dissertation addresses the problem of automated inference of complex mental
states—the group of affective and cognitive states of the mind that are not part of
the basic emotions set—from the face. This is a challenging endeavour because of the
uncertainty inherent in the inference of hidden mental states from the face, because the
automated analysis of the face is an open machine-vision problem, and because there is
a lack of knowledge about the facial expression composition of complex mental states.

In the light of these challenges, the dissertation makes four principal contributions.
First, the dissertation describes a computational model of mind-reading as a novel
framework for machine perception and mental state inference. The second contribu-
tion is that the research undertaken here particularly focuses on complex mental states,
which advances the state-of-the-art in affective computing beyond the basic emotions.
Third, this dissertation has emphasized a working prototype of a mental state inference
system that runs in real time and is thus suited for application to human-computer
interaction. Finally, the dissertation presents a body of knowledge about the configu-
rations and dynamics of facial expressions of complex mental states, which have the
potential to inform future work in face perception and emotions. Each of these contri-
butions are further discussed in this section.

9.1.1 Novel framework for mental state inference

The computational model of mind-reading is a novel framework for machine perception
and mental state recognition. The model describes a coherent framework for fusing
low-level behaviour in order to recognize high-level mental state concepts. It is defined
as a multi-level probabilistic graphical model that represents a raw video stream at
three levels of abstraction: actions, displays and mental states. Each level of the model
captures a different degree of spatial and temporal detail that is determined by the
physical properties of the facial event at that level. The framework works well because
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its hierarchical, probabilistic architecture is a good match to the attributes of complex
mental states. The multi-level representation mimics the hierarchically structured way
with which people perceive facial behaviour. It also accounts for the inter-expression
dynamics that, through several studies, I have found to improve human’s recognition
of complex mental states. The top-most level of the model is implemented using DBNSs.
These classifiers allow multiple asynchronous observations of head and facial displays
to be combined within a coherent framework, and provide a principled approach to
handling the uncertainty inherent in mental state inference. The output probabilities
and their development over time represent a rich modality analogous to the information
humans receive in everyday interaction through mind-reading.

9.1.2 Beyond the basic emotions

The application of automated facial expression analysis to human-computer interaction
is limited to primitive scenarios where the system responds with simple positive or
negative reactions depending on which basic emotion the user is expressing. This
is because basic emotions are of limited utility in understanding the user’s cognitive
state of mind and intentions. The automated inference of complex mental states is
a significant step forward from existing facial analysis systems that only address the
basic emotions. Recognizing mental states beyond the basic emotions widens the scope
of applications in which automated facial expressions analysis can be integrated, since
complex mental states are indicators of the user’s goals and intentions.

9.1.3 Real time mental state inference system

The automated mind-reading system combines bottom-up vision-based processing of the
face with top-down predictions of mental state models to interpret the meaning under-
lying head and facial signals. The system executes in real time, does not require any
manual preprocessing, is user independent, and supports natural rigid head motion.
These characteristics make it suitable for application to HCI. The classification accu-
racy, generalization ability, and real time performance of the system were evaluated for
six groups of complex mental states—agreeing, concentrating, disagreeing, interested,
thinking and unsure. The videos of these mental states were sampled from two differ-
ent corpora—the Mind Reading DVD and the CVPR 2004 corpus. The results show that
the automated mind-reading system successfully classifies the six mental state groups
(and corresponding 29 concepts), generalizes well to new examples of these classes, and
executes automatically with an accuracy and speed that are comparable to that of hu-
man recognition.

9.1.4 Facial expressions of complex mental states

The research described throughout this dissertation provides an insight into the config-
uration and dynamics of facial expressions in complex mental states, which is lacking in
the literature. The findings from the studies in Chapter 3 have shown that complex men-
tal states are often expressed through multiple head gestures and facial expressions,
which may occur asynchronously. On their own, these displays are weak classifiers of
the corresponding mental states. The studies have also shown that the incorporation
of inter-expression dynamics, or previous facial events, boosts the recognition results of
complex mental states, and that only a relatively small amount of facial event history
accounts for most of the improvement. In Chapter 7, the converged parameters of the
DBNs were used to explore the statistical truth of videos from the Mind Reading DVD.
The findings of this analysis confirmed the weak discriminative power of individual dis-
plays, and identified the facial configurations of complex mental states.
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9.2 Future directions

The ultimate goal of this research is to integrate automated mind-reading systems with
human-computer interfaces. This objective motivates four exciting areas for future work
that are extensions of the research presented throughout this dissertation. The first is
boosting the accuracy and robustness of the mind-reading system. This means extend-
ing the computational model of mind-reading, and its implementation, to incorporate
more evidence from the user’s behaviour and surrounding context in a powerful learning
and inference framework. The second direction is generalizing the system to a natural
corpus of mental states collected from naturally evoked scenarios of human-machine
interactions. The third direction deals with the conceptualization, implementation and
validation of applications that use the mental state inferences produced by the auto-
mated mind-reading system to adapt their responses to the user. Finally, the fourth
direction discusses implications of this work for research in psychology and sociology
that is concerned with the facial expressions of complex mental states and with emotion
taxonomies. Each of these directions are further discussed in this section.

9.2.1 Extend the computational model of mind-reading

People express their emotions and mental states through many nonverbal communi-
cation channels, of which the face is only one. Other modalities that carry nonverbal
information include voice nuances, changes in posture, and affect-related hand-gestures
such as head or chin scratching. The messages communicated by the different modali-
ties often complement each other; may substitute for each other when only partial input
is available; and occasionally contradict one another as in deception [SKR04]. Com-
pared with unimodal systems that assume a one-to-one mapping between an emotion
and a modality, multi-modal systems yield a more faithful representation of the intricate
relationship between internal mental states and external behaviour.

>

Figure 9.1: Asymmetry in mouth displays selected from the CVPR 2004 corpus videos.

The computational model of mind-reading that I have presented in this dissertation
currently supports a subset of head and facial displays as signals of affective and
cognitive mental states. One natural extension is to support more modalities and
context cues—in the face and beyond—to improve the recognition power of the system.
Facial displays that are of immediate interest include the movement of the head towards
or away from an object, a head dip, a lip bite, a lip purse and a frown, as well as
asymmetric facial actions. Figure 9.1 shows examples of asymmetry in several mouth
displays from the CVPR 2004 corpus.

Besides head and facial displays, the eyes and the direction of gaze play a crucial role in
the communication of one’s mental state and intention. Figure 9.2 shows a selection of
frames from the Mind Reading DVD and the CVPR 2004 corpus in which the direction
of eye gaze conveys a state of thinking. By integrating eye-gaze tracking with mental
state inference, it will be possible to link mental states to intentions, making better
sense of the user’s current and future behaviour.
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In Sobol-Shikler et al. [SKR04] we draw attention to the various issues inherent in
building a multi-modal system for the recognition of a range of user mental states.
Integrating different modalities in the computational model of mind-reading poses many
research challenges with respect to building sensors and classifiers of the individual
modalities, and developing a coherent model that integrates these modalities efficiently.
The explicit representation of missing/partial data due to the absence of a modality-
sensor or due to occlusion of the face or other parts of the body is also an interesting
direction for future research.

=" . ol

Figure 9.2: Eye gaze in complex mental states from CVPR 2004 corpus videos.

An equally important information channel to integrate within the computational model
of mind-reading is that of context. Numerous studies show how humans make consid-
erable use of the contexts in which expressions occur to assist interpretation [ABDOO,
BY98, FDWS91, Fri97, Rat89, Wal91]. Context may include the time and location of
an interaction, personal information about the user, the history of an interaction, in-
formation about the current application, the active task, the connected networks and
available resources. Being probabilistic, hierarchical and modular, the model is partic-
ularly suited to fusing these modalities and context cues.

In terms of learning and inference, online Bayesian learning can be explored with the
objective of increasing the predictive power of the model as additional evidence nodes
are incorporated. The challenge in using online Bayesian learning is that dealing
with a distribution over the parameters is not as simple as finding a single “best”
value for the parameters; approximate methods such as Markov Chain Monte Carlo
methods [Gam97], expectation propagation [Min0O1] and variational approximations
[WBO05] may have to be used. These methods are often computationally expensive,
and typically do not run in real time. Finding simplified solutions to these methods
that execute in real time is a challenging endeavour. For the structure of the DBNS,
feature selection methods besides sequential backward selection can be explored and
their results compared with different discriminative heuristics.

9.2.2 Generalize to naturally evoked mental states

The videos from the Mind Reading DVD and the CVPR 2004 corpus, like the ones on
expression databases of basic emotions, are posed. However, deliberate facial displays
typically differ in appearance and timing from the natural facial expressions induced
through events in the normal environment of the subject. A video corpus of naturally
evoked facial expressions in complex mental states is needed for the reliable detection of
a user’s mental state in real-world applications. A study that elicits these mental states
would need to be designed, the resulting videos would have to be segmented, labelled
and verified with the participants. This task is made even more complex if multiple
modalities are to be measured.

Once a natural corpus is constructed and labelled, the performance of the system would
have to be tested when trained on posed videos and tested on a natural one, or when
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trained and tested on the same natural corpus, and finally when trained on one natural
corpus and tested on another natural one. The generalization ability of systems trained
on posed data and tested on natural ones is an interesting problem that has implications
for the mainstream application of this technology.

9.2.3 Applications of automated mind-reading

The conceptualization, development and validation of applications of automated
mind-reading in traditional, as well as novel, computing scenarios is a challenging
and exciting research endeavour. Specific (vertical) application areas include assistive
technologies, learning, security, e-commerce and the automobile industry. In assistive
technologies, we have presented the emotional hearing aid [KR03, KR04a], an assistive
tool designed to help children diagnosed with Asperger Syndrome read and respond
to the facial expressions of people they interact with. There are equally interesting
applications of automated mind-reading in mainstream (horizontal) computing domains
such as computer-mediated communication, ubiquitous computing, and wearable
devices. In computer-mediated communication, I have proposed the use of automated
mind-reading to automatically recognize a user’s mental state and broadcast it to
people on his/her buddy list [KR04b].

9.2.4 Refinement of emotion taxonomies

This dissertation has presented several findings on the facial expressions of complex
mental states, which have the potential to inform the development of psychological
theories of how people read the minds of others. In Chapter 3, the ability of human
participants to recognize various complex mental states from facial stimuli was tested.
In Chapters 7 and 8, I took a different approach to explore the facial signals of complex
mental states using statistical machine learning. The findings from both approaches
constitute a strong starting point for further studies on facial signatures of complex
mental states. The findings also show that some mental states are “closer” to each other
and could co-occur such as thinking and unsure; other mental states such as interested
and concentrating are grouped under the same mental state group (interested) even
though their facial signatures are considerably different. One interesting extension
of this work is to explore how complex mental states fit in a multi-dimensional state
space. This space can then be used in psychometric tests to investigate whether closer
mental states are in fact perceived as being close by humans, thereby refining emotion
taxonomies such as that of Baron-Cohen et al. [BGW'04].

9.3 Summary

Existing human-computer interfaces are mind-blind—oblivious to the user’s mental
states and intentions. These user interfaces have zero persuasive power, cannot initiate
interactions with the user, and are mostly limited to a command and control interaction
paradigm. Even if they do take the initiative, like the now retired Microsoft Clip, they
are often misguided and irrelevant, and end up frustrating the user. With the increasing
complexity of HCI and the ubiquity of mobile and wearable devices, a new interaction
paradigm is needed in which systems autonomously gather information about the user’s
mental state, intentions and surrounding context to adaptively respond to that.

In this dissertation I have described the design, implementation, and validation of a
real time system for the inference of complex mental states from head and facial signals
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in a video stream. The computational model of mind-reading presents a coherent frame-
work for incorporating mind-reading functions in user interfaces. The implementation
of the system has shown that it is possible to infer a wide range of complex mental states
from the head and facial displays of people, and that it is possible to do so in real time
and with minimal lag.

Moving forward, there are numerous research opportunities that warrant further re-
search. The computational model of mind-reading can be extended to more modalities
and context cues in order to recognize a wider range of mental states. A more rigourous
learning mechanism needs to be implemented that fuses these different sensors in an
efficient way. The model needs to generalize well to naturally evoked mental states, and
applications of automated mind-reading in HCI need to be conceptualized, implemented
and validated.

As the challenges presented in this dissertation are addressed over time, information
about a user’s mental state will become as readily available to computer applications
as are keyboard, mouse, speech and video input today. Interaction designers will
have at their disposal a powerful new tool that will open up intriguing possibilities
not only in verticals such as assistive technologies and learning tools, but also in
applications we use in our day-to-day lives to browse the web, read emails or write
documents. The result will be next-generation applications that employ the user’s
emotional state to enrich and enhance the quality of interaction, a development that will
undoubtedly raise the complexity of human-computer interactions to include concepts
such as exaggeration, disguise and deception that were previously limited to human-to-
human interaction.

The research presented here serves as an important step towards achieving this vision.
By developing a computational model of mind-reading that infers complex mental states
in real time, I have widened the scope of human-computer interaction scenarios in
which automated facial analysis systems can be integrated. I have also motivated
future research that takes full advantage of the rich modality of the human face and
of nonverbal cues in general, to further the development of socially and emotionally
intelligent interfaces.
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Symbols

8 N = M

<

Set of mental state events

Set of head and facial display events

Set of head and facial actions events
Number of supported mental states

Number of supported head and facial displays
Number of supported head and facial actions
Mental state event at time ¢

Head or facial display event at time ¢

Head or facial action event at time ¢
Probability of mental state i at time ¢
Probability of display j at time ¢

Dynamic Bayesian Network of mental state 4
Hidden Markov Model of display j
Observation function

Transition function

Prior

Time range fromt =1uptot =T

Number of videos in training or test set
Classification error of mental state 7

Discriminative power heuristic






ABBREVIATIONS

165

Abbreviations

ASD
AU
AVI
BNT
CVPR
DBN
DVD
FACS
FER
FPS
HCI
HMM
MLE
PGM
PNL
ROC
SD
SVM

Autism Spectrum Disorders

Action Unit

Audio Video Interleave

Bayes Net Toolbox

Computer Vision and Pattern Recognition
Dynamic Bayesian Network

Digital Video Disc

Facial Action Coding System

Facial Expression Recognition
Frames Per Second
Human-Computer Interaction
Hidden Markov Model

Maximum Likelihood Estimation
Probabilistic Graphical Model

Intel’s Probabilistic Networks Library
Receiver Operator Characteristic
Standard Deviation

Support Vector Machines
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Glossary

Action Unit

Actions

Basic emotions
Cognitive mental state
Complex Mental States

Conditional independence

Conditional probability

CVPR 2004 Corpus

Displays

Dynamic Bayesian Networks

Dynamic variables

An independent motion of the face, the head or the
eyes.

The basic spatial and motion characteristics of the
head and the facial features in video input. The bot-
tom level of the computational model of mind-reading.

Emotions that have distinct, universal facial expres-
sions.

A feeling about one’s state of knowledge, such as the
feeling of knowing or the feeling of not knowing.

Mental states that are not part of the basic emotion
set.

Two events A and B are conditionally independent
given a third event C if their occurrences are inde-
pendent events in their conditional probability distri-
bution given C.

The probability P(A|B) of some event A, assuming
event B.

Video corpus of facial expressions of complex mental
states that I have recorded at the IEEE 2004 Inter-
national Conference on Computer Vision and Pattern
Recognition.

Logical unit with which people describe facial expres-
sions that have meaning potential in the contexts of
communication. Consists of a running sequence of
head or facial actions. In the computational model
of mind-reading, it is the intermediate level between
tracked actions and inferred mental states.

A class of probabilistic graphical models in which
nodes represent random variables or events, and the
(lack of) arcs represent conditional independence as-
sumptions. Additional arcs between consecutive time
slices encode temporal dependencies between vari-
ables.

Variables that evolve in time.
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FaceTracker

Facial Action Coding System

Facial Expression Recognition

Forward-Backward Algorithm

Generalization

Graphical model

Hidden Markov Model

Inter-expression dynamics

Intra-expression dynamics

Joint probability

Latency

Marginal probability

Feature point tracking software that is part of Neven-
visions facial feature tracking SDK.

Describes all possible movements of the face, head
and eyes. Published by Ekman and Friesan in 1978.

The automated analysis of images or video clips of a
person’s face or facial movement with the objective of
describing that person’s facial expression and corre-
sponding emotional state.

A special case of the Expectation-Maximization algo-
rithm for parameter estimation. The algorithm runs
forwards and backwards through each training exam-
ple using the actual values of the observed and hid-
den states to successively refine an initial estimate of
the parameters. Used in the training and inference
of Hidden Markov Models, and for exact inference in
Dynamic Bayesian Networks.

A system’s performance when trained on one corpus
and tested on a different one.

A graph that represents dependencies among random
variables or events. In a directed graphical model,
also known as Bayesian Network, any two nodes that
are not in a parent/child relationship are conditionally
independent given the values of their parents.

A model that represents the statistical behaviour of
an observable symbol sequence in terms of a network
of hidden states. The hidden states are temporally
connected in a Markov chain.

The transition between consecutive facial ex-
pressions. Represents the information gained by
processing a facial expression in the context of the
one preceeding it.

The way facial movements unfold within a single fa-
cial expression.

The probability P(A, B) of two events A and B hap-
pening together.

The time elapsed or lag between the onset of an event
and when the system recognizes it. For the automated
mind-reading system, the latency is the difference be-
tween the instant a frame is captured and the time
when the system infers the mental state.

The probability P(A) of an event A, ignoring any in-
formation about the other event B. It is obtained by
summing or integrating the joint probability over B.
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Markov chain

Maximum Likelihood Estimation

Mental states

Mind-reading

Mind Reading DVD

Mind-reading Machines

Probabilistic graphical model

Real time

Throughput

A discrete-time stochastic process with the Markov
property. In such a process future states depend on
the present state but are independent of the past.

A method of point estimation that estimates an
unobservable population with parameters that
maximize the likelihood function.

States of mind that people exhibit, express and at-
tribute to each other. Include emotions, cognitive
states, intentions, beliefs, desires and focus of atten-
tion. The top-most level of the computational model
of mind-reading.

The ability to attribute mental states to others from
their behaviour, and to use that knowledge to guide
one’s own actions and predict that of others.

An interactive guide to emotions that includes a
comprehensive video collection of mental state
enactments.

Human-computer interfaces that, through a compu-
tational model of mind-reading, have an awareness of
the user’s state of mind. This user-awareness is used
to drive the functions of the interface accordingly.

A graph that represents the the prior knowledge of
the causal probability and conditional independence
relations among events. Examples include Naive
Bayes Models and Dynamic Bayesian Networks.

In human-computer interaction, a system is real time
if it responds to the user without a noticeable delay.

The number of events that are processed per unit
time. For the automated mind-reading system, the
throughput is the number of mental state inferences
made per second.
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