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Abstract

Dependable Systems for Sentient Computing
Andrew Rice

Computers and electronic devices are continuing to praliéethroughout our lives. Sentient
Computing systems aim to reduce the time and effort requa@atéract with these devices by
composing them into systems which fade into the backgrotititeauiser’s perception. Failures
are a significant problem in this scenario because theirromece will pull the system into the
foreground as the user attempts to discover and underdterfdult. However, attempting to
exist and interact with users in a real, unpredictable, ghygnvironment rather than a well-
constrained virtual environment makes failures ineveabl

This dissertation describes a studydefpendability A dependable system permits applications
to discover the extent of failures and to adapt accordingbhghat their continued behaviour is
intuitive to users of the system.

Cantag, a reliable marker-based machine-vision systenhdesdeveloped to aid the investi-
gation of dependability. The description of Cantag inclusiescific contributions for marker
tracking such as rotationally invariant coding schemesrahdble back-projection for circu-
lar tags. An analysis of Cantag’s theoretical performancerésented and compared to its
real-world behaviour. This analysis is used to developmigtd tag designs and performance
metrics. The use of validation is proposed to permit runtoalkeulation of observable metrics
and verification of system components. Formal proof mettavdscombined with a logical
validation framework to show the validity of performancdiopsations.






Contents

List of Figures 9
Acknowledgements 13
Publications 14
1 Introduction 15
1.1 Dependable Computing . . . . . . . . . e 17
1.1.1 Existingtechnologies . . . . . . . .. ... .. ... .. .. ... .. 17
1.1.2 Engineering for dependability . . . . ... ... ... ... .... 17
1.1.3 Algorithmic dependability . . . . ... ... .. ... .. ... .. 18
1.1.4 Runtimedependability . . . ... ... ... ... ... ... 81
2 Related Work 19
2.1 Supporting Sentient Applications . . . . . . .. ... L L a L. 19
2.1.1 Operatingenvironment . . . . . . .. .. .. .. ... . 19
2.1.2 Coverageandboundaries . . . . . . .. . ... ... ... 0. 0 2
2.1.3 Types of location information . . . ... ... ... ........ 21
2.1.4 Informationdelivery . . .. .. .. ... .. .. ... ... 22
2.1.5 Direction of observation . . . .. .. ... ... ... ... .... 23
2.1.6 Searchconstraints . ... .. ... .. ... .. .. ... ... 3 2
217 Statefulness . . . . . . . .. 24
2.1.8 Sensinginterface . . . . .. .. ... ... e 5 2
219 Calibration . ... .. ... . 35
2.2 Uncertainty in Location Information . . . . . . .. ... ... .. ..... 36
2.3 FaultTolerantSystems . . . . . . . . . . . .. . .. .. ... e 38
2.3.1 Hardwarefailure . .. ... .. ... ... 39



23.2 Redundancy. . . . . . .. . ... 40

2.3.3 Faulttreeanalysis . . . ... ... ... ... 14
2.3.4 Statedependentanalysis . . . . ... ... ... ... .. ... .. 41
235 Software . . . . ... 42
2.4 SUMMAIY . . . . oo e e e 43
A Platform For Investigating Dependability 45
3.1 DesignGoals . . .. ... . . . 45
3.2 MachineVision Systems . . . . . . . . ... .. e 46
3.3 Fundamentalsof TagDesign . . . . . . . . . . . . . . .. ... ... 47
3.3.1 Datacoding . . . . . ... . e 47
3.32 Tagshape . . . . . . . . e 49
3.4 Image Processing Pipeline . . . . . .. ... ... ... .. . .. .. 52
3.4.1 Entityabstraction . . . . . . .. ... 52
3.4.2 Imageacquisition . . . . . . . . ... e e 4 5
3.43 Thresholding . . . . .. ... . . . ... . 54
3.44 Contourfollowing . ... .. ... ... ... .. ... ... ... 58
3.4.5 Cameradistortioncorrection . . . . . . ... ... ... ... . .. 58
3.4.6 Shapefitting . .. . . . ... .. 59
3.4.7 Transformation . . . . . . . . ... 60
3.5 DependableCoding . . . .. ... .. . .. ... 2 6
3.5.1 Rotationalinvariance . . . . . .. ... ... 63
3.5.2 Tagcodingabstraction . . ... ... ... ... ... ...... 65
3.5.3 Codingschemes . . .. ... .. . . . .. ... 66
3.54 Asymmetrictags . . . . . . . . 68
3,55 Evaluation . ... ... ... 69
3.6 Back-ProjectionforCircularTags . . .. ... .. .. ... .. ...... 71
3.6.1 Algorithm description . . . ... ... ................11
3.6.2 Evaluation . .. ... ... ... 75
3.6.3 Resolving pose ambiguity . . . . .. ... ... L oL 5 7
3.7 SuMMary . ..o e e e e e 77



4  Algorithmic Dependability 79

4.1 Specifying Performance. . . . . . . . . . ... e 79

4.2 Features ofthe CameraModel . .. .. .. ... ... ... ........ 80

4.3 SampleDistance . . .. . . . ... 2 8
4.3.1 Circulartagdesign . . . . . . . . . . . ... 84
4.3.2 Comparing square and circulartags . . . . . ... ... ... ... 90

4.3.3 Error-correcting codingschemes . . . . ... ... ........... 91
4.3.4 Implications for system deployment . . . . . ... ... ...... 92

4.4 Sample Error . . . . . 93
45 SampleStrength. . . . . . . . 94
4.5.1 Estimatedsamplestrength . . . . ... ... ... .. ... .. .. 95
4.5.2 Real-world tag reading performance . . . . ... ... ... ...... 97

453 SUMMary . . . . . e e e e 99
4.6 LoCatioNn ACCUIACY . . . . v v v v e e e e e e e e e e 101
4.7 Achieving Algorithmic Dependability . . . . .. ... . ... ... . ... 103

4.8 SUMMAIY . . . . . o e e 104
5 Runtime Dependability 107
5.1 Runtime Faults in Sentient Computing . . . . . . . . . . ... .. ... 107
5.2 Exploiting Asymmetric Computation . . . . . . . .. ... ... oL 108
5.2.1 Negativevalidation . . . . . ... ... .. .. ... . ... . ... 109
5.3 Expressing Validation Requirements . . . . . . .. ... ... ... ... 109
5.4 A \Validation ArchitectureforCantag . . . . . . . .. ... ... ... ... 111
5.5 A\Validation ReasoningEngine . . . . . . . . .. . ... .. ... .. u.. 112

5.5.1 Implementing the check predicates. . . . . ... ... .. ... . 115
5.5.2 The validation processandcosts . . . ... ... ...... ... 115

5.5.3 Improving performance . . .. . ... ... ..o 161
5.6 Application-Oriented Validation . . . .. ... ... ... ... ...... 121
5.6.1 TheLAST predicate . . . . .. ... .. ... ..., 123
5.6.2 Entryevents. . . . . . . . . e 123
5.7 \Validation for the Active Batsystem . . . . .. ... ... ... ...... 125
5.7.1 Improving performance for tHeAST predicate . . . . . . . . . . . .. 127
5.7.2 Ensuringsystemsafety . . . . .. ... ... oL 129
58 UsageModes . . . . . . . . . 131
5.9 Implementation Considerations . . . . . . . . . . . . ... ... el 132
5.9.1 \Validating historicalevents . . . . . . ... ... ... ....... 133
5.10 Summary . . . .. e e e 134



6 Conclusion 135

6.1 InvestigationPlatform. . . . . . . . .. .. ... . ... 135
6.2 Performance Metrics . . . . . . . . . . .. ... 136
6.3 Validation . . . . . . . . .. ... 36l
6.4 Future Work . . . . . . . . e 713
6.5 Summary . . ... e e e e 137
References 139



Figures

11

2.1
2.2
2.3
2.4
2.5
2.6

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14
3.15
3.16
3.17
3.18

Percentage of households with electronic devices ibke . . . . . . .. ..

The SPIRIT map application showingmputer-visiblgegions . . . . . . . ..
Position error in the Active Bat system due to multipagmals . . . . . . . ..
Relative spectral emissions from selected light sources. . . . . . . .. ..
Accuracy and precision of location estimates

Location expressed as a Probability Density Function. .. .. . . . . .. ...

Thebathtubcurve for the probability of hardware failure . . . . . .. .. ..

MBYV Systems using squaretagdesigns . . . . .. ... ... ... ...
MBV Systems using circulartag designs . . . . . . . . ... ...
Ambiguous interpretations for the pose of acirculartag. . . . . . ... ..
Tag designterminology . . . . . . . . . .. . ... .. .. .
The three generalised circular tag designs providedima@a. . . . . . . . . .
A simple implementation of type-listsinC++ . . . .. .. .. ... .. ..
The ComposedEntityclass . . . . .. ... .. .. .. ... .. ... ...
Inheritance diagram for an example ComposedEntity . . . . . . ... ..
Noise sources in images captured fromCCD arrays . . . . . . .« .. ..
Photon shot noise in equalised low-illuminationingage. . . . . . . ... ..
Optical illusion in colour interpretation. . . . . . .. .. ... ... ....
Thresholding under varying lighting conditions . . . . .. .. ... . ...
Thresholding images taken in low illuminationcorahs . . . . . . .. .. ..
Perspective effects on tm@nsformEllipseLinear algorithm . . . . . . . . . ..
Large payloads are susceptible to perspective errors ... . . . . ... ...
Reading a circular tag non-invariantly or invariantly . . . . . .. ... ...
Reading a square tag in a rotationally invariant manner. . . . . . . .. ..

The central datacell is unused if the tag has an odd nuofilgells . . . . . ..

9



3.19 The Independent Chunk Code applied to a tag with largesigmb . . . . . .
3.20 Data-carrying capabilities of the evaluated codirfgestes . . . . . . . . . ..
3.21 Error rates for the evaluated circulartagdesigns . . . . . . .. ... ...
3.22 Error rates for the evaluated square tag designs

3.23 ComparingransformEllipseLinear to TransformEllipseFull . . . . . . . . . ..

3.24 Tag decoding performance of square and circulartags .. ... . . . . . ...

4.1 The errorin the tag’s normal vectoris bimodal . . . . . . ... ... ...
4.2 Tag size is inversely proportional to distance from tamera . . . . . . . . ..
4.3 Full tag sizes for a number of example camera configursitio. . . . . . . ..
4.4 Tag size with fixed orientation for positions alongaray ... . . . ... ...
4.5 Sample distances for three exampletags . . . . . . .. .. ... .. ...
4.6 Analogy to the Nyquist-Shannon sampling limit . . . . . .. .. ... ...
4.7 Pixel aliasing affect on minimum sample distance . . . ...... . . ... ..
4.8 Approximating the original TRIPtagdesign . . . . . .. .. .. ... ...
4.9 TRIP tag interpolated tag size for increasing payloagl siz . . . . . .. ...
4.10 Tangential and radial size calculation . . . . . . .. .. ...... ... ....
4.11 Interpolated tag size of Circlelnner tags against @ay/kze . .. ... .. ..
4.12 Comparing Circlelnner tags with the remaining circuksigns . . . . . . . .
4.13 Comparing Circlelnnerand Squaretags . . .. ... ... ... «....
4.14 The effect of position and pose on interpolated tag size. . . . . . .. . ..
4.15 The number of unreadable datacells for selected téigations . . . . . . ..
4.16 The required tag size, per datacell, for one pixel ofdamistance . . . . . . .
4.17 Sample error between the ideal and estimated sampitspai . . . . . . . ..
4.18 Maximum sample error froffitEllipseLS andFitEllipseSimple . . . . . . . ..
4.19 Sample strength &itEllipseLS andFitEllipseSimple . . . . . .. ... .. ..
4.20 Approximation Error when estimating Sample Strength... . . . . . . . ..
4.21 Cumulative Error for the Estimated Sample Strength

4.22 Experimental Setup for real-world testingof Cantag ...... . . . . . . ...
4.23 Sample Strength Estimates using real-worlddata . . . . ... ... ...
4.24 Real-world and simulated location error across pracgsspelines . . . . . .

5.1 Functional diagram of a Cantag processing pipeline . . . . . . .. .. ..

5.2 Inference rules for validation in Cantag

10

80
81
81
82
83
83
84
84
85
86
89
89
90
91
92
93
93
94
95
96
98
99
100
102

111

. 113



5.3
5.4
5.5
5.6
5.7
5.8
5.9
5.10
5.11
5.12
5.13
5.14
5.15
5.16
5.17
5.18

Validation rules for Cantag (Prologclauses) . . . . . . . ...... ... ...
System validation (Prologclauses) . . . . . .. ... .. .. ...,
An example validation session for Cantag

The number of calls to positive and negative checkingtions . . . . . . ..
Classification of the computation costs of the checkimgtion . . . .. ...
Early rejection of candidate entities reduces valaatiosts . . . . . .. . ..
Negative validation rules for tHieONT selection predicate . . . . . . . . ..
Inference rules fdtAST, . . ... ... ... ... .. ... L.
Validation of CONT andEXCL (Prologclauses) . . . ... ... ... ...
Implementation dEAST (Prologclauses) . . . . . . ... ... .......
Functional diagram of the Active Batsystem . . . . . . . . ...... . .. ..
Inference rules for validation in the Active Bat System. ... . . . . ... ..
Validation inference rules for th® predicate . . . . . . . .. ... ... ...
Specification of validity proof foflLAST=) and(LASTx2) . . . . . . . . . ..
Proof of soundness for the\ST« predicates (Isabelle/HOL) . . . . . . . ..
Proof of validity for the implementation 6§ (Isabelle/HOL) . . . . . . . ..

11



12



Acknowledgements

Many thanks are due to my supervisor Andy Hopper for his timacinsights, and guidance. |
am grateful to Alan Mycroft for his acute observations angigastions particularly in regard to
C++ programming techniques, the information-theoretigtbraf Cantag, and theorem proving.
Alastair Beresford and Robert Harle have been of great helprbyiging implementations
for various parts of Cantag such as the eigenvector solvingn®, and algorithms for back-
projection of square tags. Rotational invariance for tagirap@rose from discussions with
Christopher Cain. | am further indebted to him for the develeptrand implementation of
the Structured Cyclic Code (SCC) coding scheme. Further thamks gy colleagues David
Cottingham, Jon Davies, John Fawcett, Brian Jones, MatthekirBan, Tom Ridge, Richard
Sharp, Eben Upton, and lan Wassell for their academic ga&gland proof-reading. Personal
thanks go to Ewan Mellor and Cheryl O’Rourke for their supprfaula Buttery for her love
and companionship; and to my parents Victor and Lindsay.

This thesis was examined by Professor Gudrun Klinker anteBsor Peter Robinson. | thank
them for their time and their comments.

| gratefully acknowledge the financial support of the EPSRC.

13



Publications

A number of the contributions presented in this work haveeapgd in the following publica-
tions:

e Andrew Rice, Christopher Cain and John Fawcett. Dependablen@&ali Fiducial Tags.
In Proceedings of the 2nd Ubiquitous Computing Symposnages 155-163, 2004.

e Andrew Rice, Christopher Cain and John Fawcett. DependablenGéali Fiducial Tags
(Extended Version). IiJbiquitous Computing Systems, LNCS 35p8ges 259-274,
2004.

e Andrew Rice and Robert Harle. Evaluating Lateration-BasediBomg Algorithms for
Fine-Grained Tracking. Idoint Workshop on Foundations of Mobile Computing (DIAL-
M-POMC), pages 54-61, 2005.

e Andrew C Rice, Alastair R Beresford and Robert K Harle. Cantagop®en source soft-
ware toolkit for designing and deploying marker-basedovisystems. Ifrourth Annual
IEEE International Conference on Pervasive Computer and Camgations (PerCom)
pages 12-21, 2006.

e Andrew C Rice and Alastair R Beresford. Dependability and Actability for Context-
aware Middleware Systems. Workshop on Middleware Support for Pervasive Comput-
ing Workshop (PerWarepages 378-382, 2006.

e Andrew C Rice, Robert K Harle and Alastair R Beresford. Analgsinndamental
properties of marker-based vision system design$ehvasive and Mobile Computing
2(4):453-471, 2006.

14



Chapter 1

Introduction

Computers and electronic devices are continuing to praliéethroughout our lives. The time
and effort required to control or interact with these desitseincreasing with their number and
heterogeneity.

Our surroundings are burgeoning with electronic deviceb a3 television sets, Personal Video
Recorders (PVRs),control systems for central heating, mi@ve ovens, and in-car satellite-
assisted navigation units. The number of mobile devicels®iacreasing. Examples of these
include mobile telephones, digital cameras, and digitasimplayers. Figure 1.1 shows evi-
dence of these trends at the national level in the United #ong[52].

Communication between devices is becoming commonplac& aad infrared networking ca-
pabilities are ubiquitous in mobile telephones; digitahesas can connect directly to personal
computers; and televisions (and refrigerators) are nowmected to the Internet. Acquisition of
a new device combinatorially increases the complexity ofsitwation because it may poten-
tially interact with all our existing devices. This is angtms to the problem of adding devel-
opers late in a software engineering project—many new lmieemmunication are created for
each addition [24, Chapter 2].

The ultimate goal of this work is to reduce the strain on usgrsninimising the cognitive
load of using electronic devicesThis complements the vision of Ubiquitous Computing [148]
which aims to create technologies that fade into the backgto

100~ - _~Microwave

~ ™~CDPlayer
—  ~Mobile Telephone

60 - ~__——Home Computer
/ — VCR

Internet Connection
40

80 S

20 —

Percentage of Households

0 | | | | |
1994 1996 1998 2000 2002 2004
Year

Figure 1.1: Percentage of households with electronic @svitthe UK
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Research into Sentient Computing seeks to achieve this gahliftyng the onus of understand-
ing from user to machine [75]. Machines which understand tneers should be easier to use
than current devices and might ultimately require no dimggtit at all. Currently, applications
operate in a virtual environment inside the computer andnteract with them using abstract
control devices such as keyboards and mice. Sentient Cangpaeeks to move this virtual, ab-
stract interface into our physical, real-world environmerhis is broadly in-line with the goal
of Proactive Computing [135] which aims for computer systéms1) get physicalthrough
the use of sensors to achieve coupling with the environn®rget realby safely and rapidly
responding to external stimuli; and §¢t outby moving human operators above the operating
loop.

One technique for interacting with users in the physicaliremment is to make applications
and devicegontext-aware Numerous forms of context exist that an application mighise.
Four of the most important of these are location, identityivity, and time [40].

Substantial progress has been made towards context-amtaradtion. Location information
has received particular attention. At the lowest level, iaysystems have been developed for
collecting location information with differing degreesaxcuracy and precision. This informa-
tion has been used by applications directly for locationscaad also to infer other forms of
context such as identity [18] and activity [67]. Researcb middleware, which run on top of
location systems, has developed concepts such as spatibhcks which assist applications
running on low resource platforms by providing asynchranoatification when an event of
interest occurs [2]. At the top level, many applicationsenbeen developed which exploit this
information.

Sentient Computing systems are extrenfaljure sensitive From a conceptual standpoint it is
impossible for the system to become invisible its users miesen appreciable rate of failures
occurring. Due to its pervasive nature, any attempted gepot of Sentient Computing is
likely to be thwarted by failures because users will nottteugagile system.

In addition to being failure sensitive, Sentient Computiggtems are alstailure prone This
is because, by definition, these systems are attemptinggsbagd interact with users in a real,
unpredictable, physical environment rather than a watist@ined virtual environment.

The conventional engineering approach to improving systefrthis nature is to reduce the
failure rate using fault tolerant hardware and softwar&néques. These techniques are also
applicable within Sentient Computing systems but theiri@apbn must not detract from other
aspects of the system: common goals for devices and systezhsas miniaturisation or mo-
bility impose size and power consumption constraints whirlt the efficacy of fault tolerant
engineering.

A dependable system can provide, at any time, a specificafioaorrent system performance
and statusApplications are able to determine when a failure occursaalaght accordingly. The
system'’s dependability is the proportion of time that thizialcservice level matches the adver-
tised service level. Dependability aims to reduce the faikensitivity of Sentient Computing
by enabling applications to adapt to faults and continugpirate to the best possible extent.

16



1.1 Dependable Computing

The contribution embodied in this work is a structured apploto implementing dependable
systems for Sentient Computing. Specifically, this consikts

e implementation of a location system with the specific goawgporting dependability;

e particular improvements to the robustness of machinewialgorithms used in location
systems;

e a process for analysing the performance of a location syatesrderiving performance
metrics;

e integration of these metrics with tests for software impatation errors and algorithmic
errors using validation.

The scope of this work is the support of applications for BemtComputing. A practical and
pragmatic approach is adopted based on the current caasbdnd performance of devices.
The intent herein is not to build the most accurate or mogitlitigerforming (by some metric)
system, but to construct systems with understandableigbadte behaviour whilst still meeting
the goals of Sentient Computing.

1.1.1 Existing technologies

Chapter 2 presents a top-down survey of Sentient Computibggins with an examination of
high-level application requirements, progressing on tofdatures and behaviours of location
systems. Particular attention is paid to the reliabilitgltdnges presented at each stage.

By considering the needs of applications, this chapter &ielsdentification of design goals for
dependable systems. Consideration of available techresd@gid current approaches motivates
design choices made later in this work.

1.1.2 Engineering for dependability

Chapter 3 describes the provision of dependability by waykipwards from the low-level sen-
sors in a system. This is realised through the developmemtependability-oriented location
system: the creation of Cantag, a marker-based machinaiscation system, is presented.
Testing Cantag using an integrated test harness highligtigeaithmic problems with current

marker-based vision techniques—these problems are eectafid the performance improve-
ments are demonstrated.
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1.1.3 Algorithmic dependability

Chapter 4 presents an investigation into the theoreticahbetr of Cantag. The goal is to
define metrics which describe the current performance ofyseem. An information-theoretic
argument is used to bound the best performance of this cfassation system. The benefit of
this high-level analysis is demonstrated through desjgiiresation for circular marker tags.

Results from simulation are examined to compare the perfoceand stability of candidate
image processing algorithms. Further metrics for systelnateur are developed.

Real-world results from Cantag are presented and comparée wrhulated data. A depend-
able tag design and processing pipeline is identified whosalated performance correctly
predicts its real-world behaviour.

1.1.4 Runtime dependability

Chapter 5 investigates the conceptvafidationfor data in a dependable system. Many of the
computations in Cantag (and other Sentient Computing sy¥t@msasymmetric. This means
that the forward computation of the result from the inputdaicomputationally more expensive
than the backward computation required to check that thatieconsistent with the input data.
Validation is particularly useful in a dependable systerprmtect against implementation and
algorithmic errors within the system.

Validation also integrates the previously identified nestrior system performance by using
them as the basis for additional acceptance tests.

An example implementation of validation is presented araduated using logic programming

(Prolog) extended by external predicates for interactiitp the location system. The cost of
validating particular pieces of context as required by guliegtion is examined and techniques
for reducing this cost are demonstrated.

18



Chapter 2

Related Work

2.1 Supporting Sentient Applications

The construction of a dependable application cannot prbagdout first providing a depend-
able infrastructure. This infrastructure includes anyrses of context used by the application,
and additional support functionality such as facilities\pded by a middleware.

This section presents various classifications of appboatand sensor systems in order to cod-
ify the needs of sentient applications and the featuresigedvby existing sentient infrastruc-
ture components. Location systems are of particular istdsecause they provide a primary
source of context [40] for many applications and so are mikslyl to form a key part of future
dependable systems.

2.1.1 Operating environment

Office environments have been a common focus for Sentient Gongp A telephone recep-

tionist’'s aid based on room-level location was an early glarfil44]. More fine-grained lo-

cation information has also been exploited in this envirentito provide real-time maps and
to automatically select cameras for videoing employeesvasitbrs as they move around [145,
Chapter 9].

Other targeted environments have included museums andigxhihalls in which researchers
sought to provide additional information to visitors asytlaerived at a particular exhibit [33].
Another study considered the hospital environment andigeova messaging system which
can address users by role, location, and time [99].

Context-aware applications have also been deployed in tine liging cues from the occupants’
locations for smart control of media devices and lighting][8

Outdoor applications include city-wide location-basethgey where virtual players are chased
by runners in the real world [15]. Drishti is a navigationtgys for the blind which is suitable
for both indoor and outdoor operation through handover betwdifferent location technolo-
gies [112].

Different environments present different challenges ftrcation system. Signal propagation
is affected by the structure of the space: small offices Iprifpagation more than open-plan
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spaces. Occupants’ movement patterns differ betweencemagnts. In outdoor spaces people
might move purposefully towards a destination or browseamaisually whereas in office en-

vironments an occupant might primarily travel betweenrtdesk and the provided amenities.
The acceptability of any location sensing is also environtngependent: users who participate
at work may well be loathe to wear marker tags (or even to lekéchat all) at home.

Systems operating in outdoor environments must cope witleges of temperature, lighting,
and humidity produced whereas indoor environments bemefit 5ome measure of protection
from the weather. Also, useful infrastructure (such as pamel network wiring) which might
be exploited by a location system is more common within ligd rather than in outdoor
environments.

2.1.2 Coverage and boundaries

Applications place widely ranging requirements on the cage of a location system. The
Invisible Train application uses a camera and a handhelgaten (PDA) to present an aug-
mented view of the world [141]. Only a limited coverage ar®eeiquired because the acquired
image is shown with annotations on a small PDA screen. Coalyethe ActiveMap application
provides a visualisation of the (room-level) locations eérs [95]. Coverage of a significant
number of offices is necessary for this application to beulsef

A location system’s boundaries are also an important cenaicbn. A system is said to be
boundary transparenif a user is not required to take any action when tracking cemeas.
Users may enter and leave the coverage areas of boundaspdrant systems without special
action. Boundary transparency increases in importanceeaantount of time the user spends
within the system decreases. This is often correlated voNeIage area: smaller coverage areas
imply reduced residency times and thus increased requitefoeboundary transparency.

The Polhemus Liberty trackeis a magnetic tracker with very high accuracy over shorteang
0.0038 mm RMS error within30 cm of the field source. However, its use of a tethered stylus
(which cannot leave the system at all) makes it boundary wpaq

The Active Badge system consists of mobile badges worn bysudére badges periodically
broadcast a unique identifier over an infrared channel [144jis is decoded by room-level
receivers and passed to a central location service. Refhsctiom walls and furniture make
the infrared signal likely to reach the receiver withoutuigisng direct line-of-sight. This is an

example of a boundary transparent system because the tags &y the user are automatically
acquired by the system when the user enters the room.

The camera-based tracking system used for the Invisible id@oundary transparent because
the tracked objects (fiducial marker tags) may enter ancel¢lae field-of-view without hin-
drance. The application would become infeasible if thisexrast the case.

It is only acceptable for a location system to be boundaryqopaf users’ residency times
within the system are of substantial duration.

htt p: // www. pol herrus. coml
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2.1.3 Types of location information

Applications typically expect a range of contextual dataddition to location information.
These may include the identity of the locatable object ame tof sighting. The form of these
data vary according to the application’s needs.

Desktop teleporting permits a user to move their desktop tha currently visible machine [118].
This requiresontainmentnformation i.e. which machine is contained within the sgatgion
which represents the user’s field-of-view. The user’s ‘aigranother commonly used term with
this meaning. This type of information is referred tosgsnbolicinformation. Symbolic infor-
mation has no spatial grounding. Interpretation of these®js often requires a mapping from
the symbolic identifier to the current frame of referencer. &@ample, the symbolic identifiers
of receivers in the Active Badge system are mapped onto thenger of the relevant room in
the Euclidean space which describes the building.

Steerable interfaces have been considered by researchanmieans of intuitively positioning
the interface to an application [108]. Examples includemaineler note application positioned
on the desk of the user, and highlighting active real-woeglices such as a ringing phone.
These applications require a different kind of positioninfiprmation known asnetric infor-
mation.

The term metric information is very superficially relatecitmetric spacen mathematics which
defines a set where there is a notion of distance betweeneheerts. Analogously, metric
location information has the same property. The Active Batey calculates location infor-
mation from time-of-flight estimates of an ultrasonic putseitted by a mobile Bat [146]. This
produces metric location information in a Euclidean cooate frame. The Navstar (Navi-
gation Satellite and Ranging) GPS (Global Positioning Sg¥teroduces metric location in
the WGS84 coordinate frame from the differences betweewahtimes of signals from time-
synchronised satellites in known orbits [58].

The classification of symbolic or metric information is appble to other forms of context
provided by the location system. Systems such as the Actidgg@®aystem produce symbolic
information for the identifier of the beacon and the receiVére time of the sighting is metric
information because the distance in time between two sightis a useful concept. In the
Active Bat system the identifier of the Bat itself is symboliformation whereas the time of
the sighting, and the location and orientation of the Batnae&ric information.

A further example is the Active Floor which measures the @bReaction Force (GRF) at the
corners of floor tiles using load sensors [1]. A Hidden Markéedel (HMM) is used to infer
the identity of a walker through gait classification. Thediof the measurement and location
(in terms of which tiles are occupied) of the user are bothrimetformation. In this case the
identity of the user is also metric information. Classifioatof the user can be viewed as taking
part in a space of classification features in which there egg&ns representing the learned
classification for each individual user. The estimate oftdg is a point within this space.

This final example exemplifies that the definition of distaimca metric system should contain
some useful meaning. This is evidently true for coordinates time. Furthermore, for the
identity of a user in the Active Floor the similarity betweesers (in terms of gait or other
features) is physically relevant. However, in the Active Bgstem examining the similarity
between the symbolic identifiers of two Bats is not partidylaseful.
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Figure 2.1: The SPIRIT map application showr@mnputer-visibleegions

In order to facilitate its application to quantities suchtiase, the term metric is preferred over
alternatives in the literature which suggest a spatiakjpmegation such as Coordinate [46] or
Geometric [91].

A common function of a middleware is to translate betweemsypf location information. An
example of this is the SPIRIT middleware which generatesatomtent information from the
coordinates of tracked Bats [2]. Figure 2.1 shows a screenasitbe SPIRIT map applica-
tion. Thecomputer-visibleregions are shown and triggered interactions with two uaegs
highlighted.

Translation of contextual information is obviously limitéy the granularity of the underlying
information. Location systems providing high-precisidimg-grained) information should be
able to support more applications than those systems witérlprecision information.

2.1.4 Information delivery

Applications may be classified as either event-based ommdton-polling. An event-based ap-
plication is notified whenever a particular type of eventuwsc An example of this is the Active
Poster application [2] which triggers an event when thedoutin an Active Bat is clicked in
the region of space covered by the poster. Other examplegaot-based applications include
desktop teleporting [118]; the Forget-me-not project wimecords events such as the interac-
tion of two users or entry into a room [86]; and location-asvaruseum guides which display
relevant information when entering a new area [33].

Information-polling applications acquire contextualalan demand. Semantically, this is re-
guesting theast-known statef an entity. Simple examples of this are requests such as f&he
is Andy?”. A more complex example from the Active Bat systenthis use of raw sighting
information to determine the location of untagged itemg.(ecomputer monitors and office
partitions) for maintenance of the world-model [61]. Thpphcation requests and processes
the substantial amount of raw sighting data for the spatiime of interest.

It is possible to construct information-polling applicats with an event-based approach simply
by collecting all possible events pertaining to data whichyrbe of interest in future. This is
not possible for applications with a large set of potentiaéllevant information running on
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impoverished devices. However, more powerful devices this approach to provide a
information-polling service to applications which reauit.

2.1.5 Direction of observation

Welch and Foxlin classify location systems as eitbigiside-inor inside-out[149]. Outside-in
systems accumulate the necessary information for locatamhking from a fixed infrastructure.

In this case sensors deoking inat locatable objects. The Active Badge system is an example
of an outside-in system.

Conversely, an inside-out system permits the tracked ddweicgense information for esti-
mating its own location. An example of this is The Locust Swarln this system solar-

powered, infrared beacons (Locusts) are deployed intorthiecmment (typically under fluores-
cent lights) [129]. The beacons repeatedly broadcast @piesation code which is interpreted
by mobile devices passing under the beacon. Each locustscavegion of up to six metres in
diameter.

As can be seen from the above examples, some location temsaan be applied in either
orientation: Active Badges broadcast identifiers which aeeived by fixed infrastructure
whereas fixed Locusts broadcast region identifiers whicltaltected by mobile nodes. Typ-
ically, outside-in systems benefit from increased compartat and power resources for the
post-processing of sensor information as compared toarsid systems which must perform
this operation on a mobile, lower-powered node.

The Cricket system is an inside-out system operating witldfirasonic beacons from which
a mobile tag resolves its position [109]. The system wasgtesi to preserve the privacy of
users within the system because only the mobile device (ahthe infrastructure) knows its
location. For this reason, inside-out systems are occallyorermedprivacy-oriented

2.1.6 Search constraints

A further axis of classification of a location system is whegtthe system itaggedor tagless

A tagged system tracks artificial markers deployed in thdrenment or attached to users
whereas a tagless system produces information from an streared scene. This distinction is
relevant to applications because the identity of the |databject reported by a tagless system
commonly has uncertainty in it due to similarities betweéjeots. The identity information
provided by a tagged system is often less uncertain in tegea but the different consideration
of whether the tag is actually attached to the correct ergtitpow pertinent.

Tagged systems are popular because the design and behaivloeitags simplifies the location
process. For example, in the Active Bat system the mobile Batadgast ultrasonic pulses
with a known profile only when polled. This controls intedace on the ultrasonic channel and
permits direct estimates of the time-of-flight of the reeelsignal.

Tagless systems operate by exploiting natural featurelseo$tene. This precludes the use of
sensing signals not naturally emitted by entities to bekadc An ultrasonic system suffers in
this way because people (the common target of a locatioersygirovide few natural features
for an ultrasonic sensor. However, tagless localisatioaurfible sounds using microphone
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arrays is a popular topic. Bian et al. use auto-correlatidwéen pairs of microphones to
estimate the difference in distance travelled by the sitpimwed by a steepest gradient search
for a location consistent with these differences [19]. Saod Dragovic utilise a non-linear
least-squares regression to directly solve a system otiegsaontaining the (unknown) sound
source and the (unknown) time of emission [125]. These sysfecus on localisation rather
than classification of sounds or idenfification of users.

The EasyLiving project [84] is an example of a tagless maehision system. The tracking
system is composed of a humber of stereo camera-pairs wihiettel people moving in the
scene. A colour histogram technique is used for identificathich suffers from occasional
ambiguities when users wear similarly coloured outfits—eiiecept of a metric identity axis is
useful here for comparison between users with similar agpea.

Tagless systems often operate within a poorly defined spat@e positive sightings. The
complete set of distinct entities requiring identificatismften unknown and thus the minimum
“distance” between two distinct entities can only be estedaFor audible sound location sys-
tems the variation in sounds which construe an event ofasteés huge (consider the difference
between a conversation and applause). Tagged systemsdrakadwledge of all the param-
eters of the tracked tags at the design stage and therefostraim both the size of the search
space and the similarity of distinct entities. It is sometinpossible to estimate the distribution
of positive sightings in tagless systems. An example ofithggven by Daugman and Downing
for human iris patterns [34]. Their analysis, using quagetvavelets, found 244 independent
degrees of freedom between pairs from a sample set of 2.@mithages of human irises.

Tagged systems also benefit from reduced computation costpared to tagless operation.
This contrast is particularly marked for machine visiontegss. Implementations make use of
fiducial markerdo assist the tracking process. The markers can provide geicrmvariants to
assist in the location process and coded payloads for raderstification. Particular examples
of this are the Matrix system [114] which tracks square tagbthe TRIP system [37] which
tracks circular tags. These systems generally produce retiable identification and vastly
improved tracking rates than tagless systems. The Easy fagless system produces sightings
at3.5 Hz running on PC hardware whereas the tagged vision systenC8getruns at5 Hz on

a mobile telephone [124].

2.1.7 Statefulness

When considering digital electronics, sequential logicwits with feedback are substantially

harder to analyse than those without it. This is becausdtesdcreates state—the current out-
put of the component has some effect on the next output. &ilyik location system whose cur-

rent output has no effect on subsequent outputs (i.e. wifieedback) should be more tractable
to reason about than a system where historical data imppots the current value. Systems

such as the Active Badge or Bat systems are stateless. In tyssens the sensor reading(s)
which contribute to a particular location sighting are disted when new data arrive.

Fox et al. discuss the use of Bayesian filters for locatiomedton [54]. They use a selection of
filters to fuse historical data from various sensors intogtmete of the current position. This
permits new estimates of location to be based upon previstirm&es and can prevent errors
such as implausible translocation of a user. These filtezatera stateful system because the
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output of the system for each new input value is dependent thp® previous input values as
well.

Lee and Mase present a stateful system which utilises a xwgoagcelerometer and a digital
compass to match a movement trace against a database abrotansition traces and thus
estimate the resulting location [88]. To improve accurdwirtsystem also makes use of the
previous estimate of location when selecting matches mtrémsition trace.

Stateful systems are capable of producing more reliableraord accurate location information

than a stateless system because occasional estimatios &me@bsorbed by the historical data.
However, many of the filters utilised require a priori estiesaof error probabilities and the

guestion still remains of why these errors occur in the filst@. A complete understanding of
the stateful behaviour depends upon an understanding cftélbeless systems underlying the
filter.

2.1.8 Sensing interface

Many sensing mediums are available to form the basis of ditotaystem. The requirement
for unobtrusive technology means that the sensing teckmuust be imperceptible to the user.
For dependability, the behaviour of the transmission nmadioust be predictable on the same
granularity as the produced location information.

Ground Reaction Force

Physical systems rely on transmission of force betweenrétokéd user and the sensor. Most
commonly these systems are floor-based in order to easeahgfer.

An extensive survey of sensing requirements and technifpugdantar (relating to the sole
of the foot) sensing is given by Urry [138]. Pertinent detaile: for recovering information
about the human foot and gait a precision of about five milliegegives maximal information.
Signals with frequencies as high ZsHz have been observed in footfall impacts of the heel. A
sensing range df to 10° N/m? is appropriate for tracking a walking person.

Location systems will be subjected to larger extremes afedfdhan plantar measurement sys-
tems. High-heeled shoes (not contemplated in plantarrsgnare particularly problematic: a
person with a mass o6 kg exerts a pressure of ovérx 10° N/m? through a high-heel of size
2cm?. The instantaneous pressure when walking will be highar ths. Many of the tech-
nigues in plantar sensing such as Force-Sensitive Resisst)(arrays, capacitance mats and
piezoelectric plates will break under this level of pressur

In light of these problems, and cost considerations for veicle deployment, the Active Floor
used load sensors in the corner$0ftm square floor tiles [1]. Each sensor produces a reading
representing the load on the four adjacent tiles whose comest on it. The load cells have a
rated load 065000 N and an error of25 N. The researchers observed that the majority of the
data signal from the load sensors lay unigrHz for people walking and running over the floor.
This value is higher than suggested through plantar seffis88]j but can perhaps be explained
by vibration of resonant parts in the floor structure itsd@lfie Active Floor identified walkers
through gait classification with a Hidden Markov Model. Ateahative approach, used in the
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Smart Floor [104] created a ten-dimensional feature veftton the trace containing values
such as maximum load cell response from the heel strike angush-off. Both techniques

achieved a false-classification rate of arouffh. Although it is expected that individuals have
highly distinctive foot-pressure patterns when measutddgh resolution [138] it remains to

be seen whether low resolution sensing is sensitive enaudistinguish between large sets of
individuals.

Other projects attempting to build more precise floor sepbisve mostly targeted interactive
dance. The Magic Carpet uses a grid of piezoelectric wiresespbapproximately ten cen-
timetres apart [107]. The grid layout means that this apgros unable to distinguish correct
positions for simultaneous footfalls. The Pressure SenBloor [128] uses FSR arrays from
TekscaR to achieve tracking witl mm precision. Both of these projects sacrifice the robust-
ness of the sensors under high pressures to improve precisio

Floor sensing systems can only recover location informatidwo dimensions and cannot cap-
ture movements (such as small hand gestures) which do nogetlibe GRF. Path analysis and
the use of home-locations (a region of space commonly uskdbyra single user) could be

used to provide additional information for inferring idéyt The huge range of forces expe-
rienced by flooring makes fine-grained sensing particuldei;manding. Existing fine-grained
solutions have limited robustness in this respect.

Inertial measurement

Accelerometers and gyroscopes form the basis of inertredisg. An accelerometer measures
acceleration along a particular axis. Accelerometers iem @ombined in packages with two
(or three) orthogonal axes in order to cover all of two-disienal (or three-dimensional) mo-
tion. In order to derive location information the accelematvalue is integrated twice to yield a
position. The constant values introduced by the integnatpresent the fact that starting point
(and velocity) of the path is unknown.

A gyroscope consists of a spinning rotor mounted in a meshaiia gimbal) which permits
free rotation of the axle. The rotor rolls with changes ireotation to retain its original aspect.
This provides a reference direction with which to measurensation.

The InertiaCub&combines accelerometers, gyroscopes, and magnetonfetesar(sing changes
relative to the Earth’s magnetic field). It provides rollghi, and yaw information at an update
rate of 180 Hz with a error of approximately °. In the NavShoe project an InertiaCube was
mounted on a shoe to measure the walking movement of a predefb]. One particular
source of error in this system is the effect of accumulateft idr the angle reported by the
gyroscope. This is important because the accelerometersoatinually experiencing an ac-
celeration due to the Earth’s gravitational field. The meadeffect of the gravitational force
depends on the current orientation of the accelerometen'sisg axis to the gravitational field.
The correction factor is calculated from an estimate, plediby a gyroscope, of the absolute
orientation of the accelerometer. Error in the estimategleanf the accelerometer axis intro-
duces errors in this compensation factor—for small anglesatination (perpendicular to the
direction of gravity) the remaining error in the accelevatieading is roughly linear to the error

2http://ww. t ekscan. com fl exiforce/flexiforce. htni
Shttp://www. i sense. cont products/ prec/ic3/wrel essic3. htm
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in the angle estimate. The acceleration values are doulelgrated to produce the location and
so the location error grows cubically with the gyroscop@erwhich grow linearly with time.
However, identifying the stationary stance phase in thekegd person’s gait permits the injec-
tion of a correction factor—the velocity of the foot is knotmbe zero at this time. This factor
anchors cubic error growth to the beginning of the stridesmthe resulting error rate is linear
in the number of strides. This technique allowed the NavShaker to achieve an accuracy
of approximately0.3% of the total distance travelled. This error rate can becoigfgcant
over time: it is not unusual to imagine an individual walkioner a kilometre in one day. This
corresponds to an error of greater than three metres.

Fawcett gives a summary of the sources of error in gyroscapdsaccelerometers [46]. Ac-
knowledgement of these sources of error permit inertiasisgninstruments to be constructed
and calibrated to high tolerances. Additionally, the Na»&project demonstrates the impor-
tance of domain specific corrections. A high quality senstin aubic error growth will rapidly
become more inaccurate than a low quality sensor with liegar growth.

The high update rates of inertial trackers can also be ebgoldo assist slower, but more ac-
curate, systems in the tracking process. The VIS-Trackarnsachine vision-based location
system which is capable of producing globally accuratetlonaeadings of deployed marker
tags [100]. An InertiaCube is integrated into the system d@eoto direct the search area of the
image recognition process so that acquired tags can beettagkhout rescanning the entire
image.

Inertial sensors must be physically attached to the trackgeict. Common garb and adorn-
ments such as shoes and wrist-watches mean that this isntiotufzly disruptive to users. The
update rate of these sensors is typically an order of magdmitigher than other location sens-
ing technologies. Absolute reference points are vital fartial systems because even small
rates of error can accrue to significant position errors. dwuisition of these reference points
Is conventionally through some other sensing mechanisnch-a8 a machine vision system in
the VIS-Tracker.

Ultrasonic sensing

Sound waves have a propagation speed in air orders of mdgrstawer than electromagnetic
waves: the speed of sound in air at room temperature is ajppatady 340 m/s whereas the
speed of light is approximateB00 x 10°m/s. The slower speed of sound makes it amenable
to timing and hence range estimation. Sound frequenci¢ghm/e the human hearing range
are normally utilised (around0 kHz). This ensures unobtrusive operation of the system and
minimises the signal degradation through absorption jmdiich increases with frequency [13].

In an indoor environment ultrasonic waves can be considergdvel in a straight line. Effects
such as diffraction around objects or the Doppler effeatnfiabjects in motion [121, Chapter
3] are often assumed negligible.

The propagation speed of sound through air has been ex¢égnivestigated [22]. The primary
factor affecting the speed of sound is the air temperaturemiity is also important but to a
significantly lesser extent. The Active Bat system includésnaperature sensor in each room
and incorporates a compensation factor in its distancelledions [145, p35]. This is sufficient
for 95% of the positions produced by the system to be withim of the true location [2].
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A similar approach in the Cricket location system integraage@mperature sensor with every
ultrasonic beacon. The temperature reading is includeld @ath broadcast from the beacon
to permit correction by the mobile device. Cricket achievedhecuracy ofi0 cm [111, p96].
Other ultrasound localisation techniques include the tFatpire as an unknown in the system
of simultaneous equations [48].

The Active Bat system can also produce estimates of orientatiformation from a single
transmitter by exploiting the shadowing effect of the wearbody. This causes a directional
pattern in the ceiling sensors which receive the ultraspuise. This estimate is withig0 ° for
95% of positions [145, p75].

The relative position of multiple transceivers can providere fine-grained orientation infor-
mation. The Cricket Compass system utilises a “V” shaped arésw centimetres in size
containing five ultrasonic transceivers for this purposd]1 The resultant orientation accuracy
has an error of the order of five degrees.

There are numerous sources of ultrasound in an office emaeahwhich interfere with ultra-
sonic location systems. Particular examples are the &eottors in vacuum cleaners, jingling
keys, and key presses on some types of computer keyboardDdlplin system alleviates
this problem through the use of broadband ultrasonic teiwecs which enables reliable data
communication over the ultrasonic channel [66]. The syssadirectional and so can operate
in centralised mode or a privacy-oriented mode. Locatioarerare within2.2 cm for 95% of
sightings in centralised operation and withiam for privacy-oriented operation.

Smooth, planar surfaces such as walls and tables refleasaitic signals with little attenuation.
Therefore, sensors are likely to see a large number of reflesignals. Typically, these signals
are detectable as inconsistencies in an over-constraatadet. The iterative non-linear regres-
sion (INLR) algorithm [145, pp. 36—39] used in the Active Bast®m attempts to deal with this
problem by repeatedly hypothesising (using non-linearaggjon) a best-fit location and dis-
carding significant outlier points. The Random Sample Conse(RANSAC) algorithm is an
alternative to this approach [49] which derives a positiomta randomly selected triplet within
the data set. The remainder of the data set is then partitiot@ supporting and non-supporting
data based on the expected error of each reading. If a qudrsmtable size is found the al-
gorithm returns the estimated position. Otherwise, andtiy@et is selected randomly and the
process repeated until a predetermined number of itesabiaa elapsed. A comparison of these
approaches with real data shows the superiority of the INIlgRréhm [117]. However, this al-
gorithm can be misled in the case when the majority of sigaaige through the same reflected
path. Figure 2.2 shows the error in the position of an Activé ietative to its surveyed (by
theodolite) location. The Bat is fixed to a wall of a room andgbeond peak in the frequency
diagram corresponds to situations where signals refledtatieowall have formed the result
returned by the multilateration algorithm.

Most ultrasonic transducers utilise the piezoelectriedff Piezo-ceramic transducers (as used
in the Active Bat system) benefit from low cost and high durgbbut have a low bandwidth
range in the emitted signal (less thakHz). Wideband (greater thast kHz) transducers (as
used in Dolphin) can be constructed from piezo-polymersatost of increased complexity in
the electrical interface to the material [65].

Ultrasonic location can also be performed using commoditgiivare. The WALRUS system
uses the microphone built into a PDA to detect ultrasonicbesa to derive room scale infor-
mation [23]. The room identifier and other metadata are lrasidover a wireless 802.11b
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Figure 2.2: Position error in the Active Bat system due to ipath signals

network. If the device receives an ultrasonic pulse follggvthe broadcast it infers that the
broadcast pertains to the present room. Due to the uncodetera the ultrasonic pulse it is
expected that false sightings will be commonly triggeredther sources of ultrasound in the
environment.

In summary, the propagation of ultrasonic signals intalgnconforms well with physical par-
titions in the environment because the signals will not prese walls or floors. The relatively
slow speed of sound through air enables the use of signalditeichniques for location and
effects on propagation speed (such as air temperature)ecarebsured and compensated for.
Low accuracy systems have been produced using commodityedewWore accurate ultrasonic
positioning has been achieved through the use of spedaligivare.

Infrared sensing

(Near-)Infrared signals have a number of appealing charatts for the design of a location
system. Their propagation is similar to that of visible tigind so intuitively conforms to
barriers (such as walls and partitions) in the physicalremvnent. Also, by virtue of the limits
on human visual acuity, infrared signalling is unobtrusive

Systems such as the Active Badge and Locust Swarm make useotwidpbdes for sensing

and emitting infrared signals. The infrared data-chanresd ariginally used solely to transmit
the identifier of the Badge. In subsequent revisions of thevAdadge additional function-

ality was added to include challenge and response auth#ioticof the Badge and to play
sounds for audible feedback [63]. The ParcTab system eviag@xtension to this functional-
ity with a touch-sensitive display, buttons and a loud-gpe§l42]. ParcTab includes general
data communication over the infrared channel to allow ttlient operation. More recently,

the CoolTown project utilised the infrared port common on ynaandheld PDAs to broadcast
location triggered information [81] such as URLSs.

Photodiodes are a patrticularly reliable form of sensor.yTgrevide a low noise, highly linear
response with respect to the intensity of the measureddigtithave a wide spectral response.
The difficulty experienced with infrared systems is the Higel of background noise present
in the environment. Figure 2.3 shows the background nosated by some common lighting
techniques. The near-infrared signals used by these systeznaround50—900 nm wave-
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length. Direct sunlight will commonly overwhelm an infrdrsignal. One observation that can
be made from these curves is that the use of fluorescent tak@s\ide the solar energy for

the Locusts in the Locust Swarm was a good choice as opposechiadescent lighting which

would have caused significant interference.

More sophisticated infrared sensing systems also exigt Ifi8ys tracker usesi& x 16 element
sensor to track moving peopleDespite the low granularity of the sensor this system isbbgp
of discerning the paths of individual users and has manyatiapplications including customer
tracking and security systems.

In addition to coping with large background noise levelsthappotential source of failure in
infrared systems is that of uncertainty in the implicit Gintnent area defined by the infrared
propagation distance. Systems such as the Active Badge dieatmn with sufficient intensity
such that the signal reaches the receiver regardless chtlgels position in the room. However,
in open-plan areas, or occasionally in rooms with open dtuosssignal can propagate to an
adjacent reader causing an erroneous location sighting.

Infrared location systems can be cheaply constructed andrasbtrusive in operation. How-
ever, the location information produced is often only pnoity information because it is based
on the identifiers of those signals which can be successieltpded.

Vision systems

Machine vision systems are a popular choice for sensingitothecause cameras for image
capture are cheap and ubiquitous—especially given thegnteappearance on mobile tele-
phones. Another important benefit is that visible light iedtly experienced by (most) users of
the system. Thus, a comfortable environment tends to beillsefiinated. The transmission of
visible light is intuitively understood by users of the smstand so the propagation restrictions
(such as a requirement for line-of-sight) are easy to cohgre.

Charge Coupled Device (CCD) arrays form the basis of the majofigapture devices. A
CCD array consists of an array of capacitors (buckets) whichraalate charge when struck

“http://ww.irisys.co.uk/products/smartcounters. htm
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by photons. The accumulated charge is then read out seglheily passing it from bucket
to bucket. As an alternative CMOS arrays are now a viableraltete due to the continuing
improvements in VLSI fabrication. Extra transistors aredign these arrays to allow direct
reading of each pixel—a CCD array must read out the entire ineagd frame whereas a
CMOS array may focus its area of interest.

A key factor influencing the accuracy of any information ded from the image is the effect
of the lensing system. Lenses can be precisely modelledaliwiated [26]. Systems requiring
accurate measurements from images utilise static cabioratformation from the lens to apply
distortion corrections.

The colour histogram technique used to identify users ifctmyLiving project is also exploited
in other work to identify locations. Starner et al. deriveeatire vector of colour intensities
from forward facing and downward facing cameras [130]. Cplotensities from an image of
the user’s nose are also collected to be used as a means datingithe lighting conditions
in the room. This has the affect of applying a correction fo¥ turrent lighting conditions
affecting the values from the first two cameras. A Hidden Markodel is used to estimate
the room level location of the user. Aoki et al. attempt tesslfy locations using sets of colour
histograms as feature vectors representing the useestoay [9]. This additional state should
provide additional information to help disambiguate rooifisese systems suffer from a poorly
defined search space: the range of inputs for a particulan isdlifficult to estimate because
of factors such as lighting variation and large number ofjimes locations.

A further system, designed for robot localisation, estasgbosition from a single intensity
value due to the lighting above the robot. This is estimatechfa small window in the centre of
the acquired image [39]. A particle filter (known as the Corsdion algorithm) is used to fuse
inertial navigation data with this intensity value witheeg¢nce to a pre-generated intensity map
of the ceiling. Application of this technique enhances thepgelessly” inaccurate navigation
process to permit the robot to navigate to withincm of the target position.

Localisation through the Condensation algorithm withoetiial navigation input is attempted
by Rungsarityotin and Starner using an omni-directional@anl22]. The omni-directional
camera is exploited by assuming that images contain nbigityianslation relative to the train-
ing set and so an orientation invariant comparison is ddvisecomparing rotations of the
captured image to the training data. The assumption of gibtgi translation only holds if the
tracked user remains close to the original training patle fEsults from this approach seem to
suggest successful tracking of particular movement sempsdout only from favourable starting
conditions.

Augmented Reality relies on video overlay techniques to soqp®se virtual artefacts over a
viewed image. Thus, registration of the physical and vinax|d is vital for the correct place-
ment of the overlay. Maintaining this registration throwgtes in the image itself simplifies the
problem because there is no need to calibrate the locat&tersywith the camera. Klein and
Drummond describe a system for tracking and visual overlaiglvmatches a CAD model of
the environment to edges occurring in the scene [82]. Theoasinhote that the system requires
uniquely distinguishable objects and the reliance on a CAldehof edges precludes support
for natural features such as trees or constantly changwvigoements.

The use of fiducial markers in tagged vision systems enfaroastraints on the scene which
guarantee invariants for tracking. Two-dimensional, pastags are common which can be
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printed cheaply with commodity printers. Systems such agikifL14] and Cybercode [115]
recover position information from square tags. Alternegisuch as TRIP [37] and the VIS-
tracker [100] utilise circular tags. The use of fiducial megkpermits stronger guarantees about
object recognition than for unconstrained systems bectingssearch space is better defined.
Furthermore, these markers provide geometric invariamisiwallow the system to recover
three-dimensional position and pose from a single cametas dapability provides similar
information to Drummond’s CAD model approach but has a fixaacstire rather than requiring

a new model for each object.

Position estimation can be also be achieved though simedtantracking of multiple tags. The
Free-D system [136] deduces the location of a mobile canrera the intersection of rays
through the centre of multiple tags. This technique is maeegally known (notably in the
field of photogrammetry) as bundle adjustment.

In order to further reduce computational cost, or to impropédate rates, fiducial marker sys-
tems often utilise inter-frame state to constrain the $eapace of the tracking process. For
example, TRIP searches for image features proximate toquslyi recognised tags. The VIS-
tracker integrates information from inertial sensors (tlextiaCube) to direct the search space.

Manual, user-reported location systems might also be iile$sas vision systems. One in-
vestigation of user-reported location in a location-bagaehe found the median error of such
declarations to be approximatedy m [16]. Commonly self-reported location will not suffice
for the ideals of Sentient Computing because requiring ateseontinually state his position

will increase, rather than reduce, the cognitive load ofsystem.

Vision systems can produce high-precision informatiomfimommodity hardware and the use
of visible light is intuitive to most users of the system. i systems are often very sensitive
to lighting conditions and scenes are often visually chette Marker tags can be used to im-
prove the performance of the vision process. Vision sysi@stshave the capability to gather
contextual information other than location such as theesuremotions of the user from their
facial expression [79].

RF systems

Signal strength is one common means for deriving locatiforimation from Radio Frequency
signals. The simplest systems are proximity systems whapbrt a sighting when the signal
strength is sufficiently high for communication or identfiion to occur.

The Active Badge system implemented an early example of & a@iximity system. Radio
antennae deployed in the environment were used to broamtatntifier detectable by a tuned
coil in the Badge. The received identifier was subsequentgdizast over the infrared channel
along with the identifier for the Badge itself [62].

Passive Radio Frequency IDentification (RFID) tags are bewgimcreasingly ubiquitous. The
appeal of these systems is that the tags do not require agratee power source but instead
draw power parasitically from the radio field of the tag raadthis permits smaller, longer
lived, more reliable designs than possible for active tagth(their own power source). Want
et al. utilised RFID tags to augment real-world objects fadiag with a mobile reader [143].
They identified a number of trade-offs when using RFID taggitige tags are small, unob-
trusive, robust, and easily sensed but this creates adnaitive problems in associating the tag
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identifier with the correct action (a problem common to ajHtmsed systems). The unobtrusive
nature of the tagging also creates difficulties in knowingohtobjects are tagged.

Uncertainty in RFID systems comes from a number of sourcegoitant sources with respect
to a location system are power scavenging from the readstis ffield, and interference with
other tags. Radio field strength propagation is highly comgdarticularly in indoor environ-
ments [87]. This makes the size and shape of the spatialinentzovered by the RFID reader
complex and variable over time. Various protocols existdoping with collisions between
multiple tags [77] including Ethernet style back-offs anddsy-search addressing algorithms.
These algorithms feature different trade-offs in termsagfuasition time, maximum tag densi-
ties, and computation power on the tag and the reader.

Brusey et al. attempt to alleviate the rate of false negaiyetings (radio propagation prob-
lems) and false positive sightings (collision problemsltilising time-weighted averaging of
sightings [27]. This decreases the false sighting rateeae®pense of increasing the response
time of the system. More fine-grained information is diffica recover because conventional
RFID readers do not report signal strength for the identifeegl tResearchers have instead
utilised the sighting rate of a tag as an estimate of its pnayi[50]. Attaching multiple tags to
an object then permits the detection of additional feat(sash as rotation).

The location information gained from these systems is gintipé symbolic identifiers of the
entities within the reading range. More fine grained infaioracan be derived by examin-
ing the intensity of the received signal. Received sign@&mgjths in indoor environments are
affected by both large- and small-scale fading [87]. Lasgale fading is caused by the high
attenuation of the signal through walls and floors. Thismatédion is dependent upon the quan-
tity and type of materials penetrated. Small-scale fadsncaused by the superposition of the
numerous reflected, diffracted, and scattered signalshwigiach the receiver. Small changes
(such as opening or closing of interior doors) have a consinle effect. Location systems in
this space generally appbmpirical signal propagation models. The term empirical is used
because these models are parameterised on some measnedatgngths at known positions
in the environment.

The RADAR system attempts to derive fine-grained locatioarmtion from the received sig-
nal strength of multiple WaveLAN base-stations [12]. Thedrting data collected include the
orientation of the user because the obstruction has a signifeffect on the received signal
strength. A number of techniques for position estimaticn @oposed. The first method re-
turns the best matching reference position and achievedamacy of better thaBm (median
error). In the second method the reference positions areendatly generated using an at-
tenuation model which considers the number of partitioessignal has passed through. The
reported accuracy of this technique wa3m (median error). Further studies of the RADAR
system confirm these accuracy readings and introduce a névhimgtechnique additionally
incorporating historical signal strength data from the neobtation [11]. The accuracy is in-
creased t@.37 m (median error).

An alternative approach was described by Smailagic and iKedeerein a simple radial model
Is used to relate signal strength to distance. Lateratioisesl to estimate a position in “signal
space” from the distance measurements. This position rs riepped into “physical space”
using a set of translation vectors derived from trainingdain accuracy of m (median error)
was achieved. For comparison purposes the best matchtalgdrom RADAR was also tested
and achieved an accuracysin (median error) as opposed to then figure originally reported.
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Assuming sound experimental method from both investigatiis discrepancy must be put
down to variations in the signal propagation environmemiben the two test sites.

These approaches are all limited in accuracy because ofdmelgrity of the modelling tech-
nique. More advanced models, known as deterministic mpdélse techniques such as ray
tracing and formulae for diffraction and scattering to proel more detailed models [87]. How-
ever, the significant effects caused by movement of doorguandure limit the accuracy avail-
able. Investigation into temporal fluctuations in the cheror the purposes of wireless network
provisioning model these effects with stochastic modelyptal human movements [85].

One technique for improving the reliability of the modegjirs to deploy fixed markers in the
environment. These markers can be used to frequently netimisignal strength and provide
new parameters for the empirical model used. The Landmatesydeployed static reference
tags at known locations. The location of a mobile tag wasvddrirom the set of proximate
reference tags [102]. This approach achieves a medianaramoundl m. This approach mit-
igates the problem of unpredictable changes in the projmegatvironment. Instead designers
must consider the problem of deploying sufficient markestagd ensuring that they remain
stationary.

Deriving location from commodity wireless networking haste is appealing from a cost and
deployment standpoint. Bluetooth is another networkingnneéogy with growing ubiquity
(particularly in mobile telephones). Feldmann et al. diésca location system utilising the
Received Signal Strength Indicator (RSSI) to estimate thamie from the base-station [47].
They achieved an accuracy Dfn but the coverage of the system is limited to witBim of the
access points. Madhavapeddy and Tse attempted to ch@adter propagation characteristics
of a single Bluetooth transmitter by accumulating a large Inemof signal strength readings
correlated with position from the Active Bat system [93]. Ylm®nclude that Bluetooth is ill-
suited to accurate, low-latency location because of poaivirre support (signal strength is
often only available as a running average), high variatiothe recorded signal strength for
large 8 m) distances from the receiver and the inability of many devitm maintain more than
one Bluetooth connection simultaneously (this rules oahgulation and other techniques).

Time-of-flight measurements are an alternative to recesrgdal strength for estimating the
distance a signal has travelled. The Navstar GPS is an egashfitis mode of operation [58].
GPS signals are typically not strong enough for use in ing@sitioning although future en-
hancements and the European GALILEO positioning sy3teithimprove this [38].

Ultra-wideband (UWB) radio [17] has recently begun to be aguptio location tracking. This
technology alleviates the problems caused by destruatiegference of multipath (reflected)
signals in conventional radio systems. Conventionallyeo#éld signals can destructively com-
bine with the direct-path signal. This makes the direckpagnal difficult, and sometimes
impossible, to detect. UWB radio benefits from extremely manpulse widths (of the order of
2.5ns). As long as the difference in time-of-flight from the dirgetth signal and any reflected
signals is greater than this (corresponding to a distanabait 10cm) the signal can be reliably
distinguished. Fontana described a location system huilis technology which achieved ac-
curacies oB0 cm [51]. Equivalent performance is available in a commercgyatesm developed
by UbiSens&

Shtt p: // ec. eur opa. eu/ conmi space/ pr ogr anmes/ gal i | eo_en. ht ni
htt p:// ubi sense. net/
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Small-scale fading effects make the use of radio locatiatesys in indoor environments par-
ticularly difficult. Small changes in the environment camsa large changes in the received
signal strength. The use of UWB radio makes signal-timing@gghes feasible within indoor
environments but requires specialist, high-speed sefhsirdyvare.

2.1.9 Calibration

Commonly the model of the physical structure and behavioth@&ystem will vary between
deployments. Calibration is the parametrisation of this ehod

The construction of a two axis accelerometer aims to prowde orthogonal axes but due

to slight imperfections in the manufacturing process oramnals used these axes will slightly

overlap. The calibration of this device calculates theattions required to compensate for this
effect. Any error in the calibration of the device will causeors in addition to those due to

inaccuracies of the sensing medium.

Another example of calibration to remove systematic emorairs in CCD sensor arrays. Slight
imperfections in the manufacturing process cause the rsgragvices in the array to have
slightly varying quantum efficiency (conversion rate of funs to electrons). These varia-
tions cause systematic errors in the collected data. Refigaédlecting a nearly uniform light
source using a nearly uniform reflectance card onto the sgmevides sufficient information
for deriving the sensitivity of each pixel [68].

A source of calibration error in time-of-flight location $gms is in the location of the static
reference points (whether they are receivers or trangiitténitial deployments of the Active
Bat system made use of a mechanical measurement system tmidet¢he positions of the
receivers in the ceiling array. This technique has now beptaced with the use of laser sur-
veying equipment (a theodolite) which provides higher {@ea and more accurate calibration
information. However, initial deployment of the system eans time-consuming and recalibra-
tion is required if ceiling receivers are subsequently ndovdntil recalibration is performed,
system accuracy is degraded in the region of the receiver.

To ameliorate this problem researchers have investightegdssibility of self-calibrating sys-
tems. Minami et al. describe an ultrasonic location systdmnthviteratively locates the sensors
in an un-calibrated sensor array from three initial seedtpd98]. This approach suffers from
accumulation of errors because the error in position of eesth sensor adds to the error in
position of the reference sensors. Additional refinememthé system to aid in the selection
of sensors with good position estimates provided an erterafdess tha® m (95% confidence
interval).

Various options for automatic calibration of the ceilingasys in the Active Bat system have
been studied [126]. The most successful of these was to usaitated annealing approach to
refine the estimates of sensor position using distancerrgadiiom a fixed array of Bats placed
in various positions in the room. The positions of the sesmgaare learnt up to the accuracy of
the Active Bat system i.€05% of sensor locations were withgrm.
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Figure 2.4: Accuracy and precision of location estimates
2.2 Uncertainty in Location Information

A low granularity approach [70] to modelling uncertaintyarmation is to classify information
in the following manner:

e Sensednformation comes from the location system and is labeltepiassibly inaccurate
and out-of-date.

e Static information is initially entered by administrators and eechanges. This infor-
mation is considered highly accurate.

¢ Profiled information is provided by users and may vary over time. lissally accurate
when entered but is prone to staleness.

e Derivedinformation arises from the combination of some number efitst three classes
and inherits the worst of their characteristics.

Accuracy and precision can be used for a more precise simficof uncertainty in sensed
information. The accuracy of a system refers to the discrephetween the reported value and
the true value. The precision of a system refers to the dewiat reported values from thream-
ple mean (the mean of the reported values) [90, pp. 95-96]. €igur shows the distribution
of errors in four hypothesised systems with differing psem and accuracy. These quantities
have been used to survey and summarise the performance efousriocation systems [71].
The Minimum Performance Level (MPL) of the system specifiesaccuracy and precision of
a system with additional detail on contributing factorstsas sensor density [72].

However, accuracy and precision are specifically suitedesxidbing systems with Gaussian
(Normal) distributions. Systems with more complex erratiibutions should not be expressed
in this manner. The use of surveyed RF signal intensities in RRRDs likely to give rise to
non-Gaussian distributed error because of the large (rears§an distributed) changes in the
received signal strength caused by small-scale fading.

An alternative approach which specifies a single probghoit a particular sighting [89] is also
not sufficient. This technique fails in particular for sysgewhich resolve a number of equally
likely positions. For example, the set of possible locagstimates derived from knowledge of
the distance to a single reference points forms a ring oflgqjileely locations.
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Ranging

Figure 2.5: Location expressed as a Probability DensitycEomn

Probability Density Functions (PDFs) provide a more exgikesrepresentation of uncertainty
information [91, Chapter 6]. These functions encode thediliked that a given object was
located at a given position at the given time. Figure 2.5 shitwee hypothesised uncertainty
functions: (a) given a single estimated distance from astratter the locus of likely positions
forms a ring around the transmitter; (b) dilution-of-p#on in the GPS satellite constellation
presents an ellipse of (two-dimensional) position una@etya(c) a sighting by a particular sen-
sor in the Active Badge system may have arisen from a badgéigesi in a neighbouring
room. Specifying uncertainty as a PDF naturally expressesdmbined probabilities of infor-
mation from multiple sensor systems [7]. This represemtatiould be extended to include all
the dimensions of uncertainty such as time of sighting aaddéntity of the tracked object.

Uncertainty in location information also varies during thygeration of the system [72]. A

simple example of this is the Active Badge system which magsicnally report a sighting for

adjacent rooms. The distribution of this error will changgendent on both which room the
user is actually in and also where in the room the user isédakcat

The use of GPS for high accuracy surveying has prompted madies regarding the sources of
errors in the system. Sources of error include atmosphefayd, ephemeris (satellite position)
deviations, clock drift and signal multipath [139, ChapterAtmospheric effects in the iono-
sphere form the dominant source of error [96]. These can beaed by exploiting the signal
diversity between the two GPS carriers (L1 and L2) [14]. Amotmajor source of inaccuracy
occurs when the receiver sees a reflected rather than diaéittspgnal from the transmitter
(multipath). Directional antennae with low gain near theizun (most reflected signals arrive
from low angles) alleviate this. Other approaches inclutterana arrays (spatial diversity) and
long-term observation of signals (temporal diversity)veési suitable environment models the
multipath effect can be accurately simulated [28].

Understanding the error properties of location systentse¢athan GPS) has not been a prior-
ity for engineers. One explanation for this is that erroestaaditionally only investigated for
systems with demanding precision requirements. SentiemipQtng is unusual in this respect
because applications can often tolerate low precision latavill still require good estimates
of error. Techniques for achieving high precision and aacyiare often resource intensive. In
particular, the correction of errors in GPS measuremeenattlies on additional hardware or
measurement time. The resource limited nature of Sentiemip@bong might limit the applica-
bility of this approach.
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2.3 Fault Tolerant Systems

One technique for vacuously achieving dependability isravide a system whicheverpro-
duces data and doesn’t claim to do anything different. Theroéxtreme is more useful: to
provide a system which never fails. The construction of F&alerant Computer Systems
(FTCS) has been the focus of research and commercial appfidat many years. Johnson
provides a number of useful definitions [78]:

e Faults are defects or flaws within hardware or software components;

e Errors (caused by faults) are system states that are incorrechgsazed with the system
specification;

e Failures are instances of the system failing to perform correctly tuen error.

A system is regarded dault tolerantif it is capable of continuing to function correctly in the
face of faults. A specification of system behaviour must bemgin order to define the system’s
correct actions.

The definition of dependability used in this dissertatioffieds to that of fault tolerance in the

dynamic nature of the specification of system behaviour. peddable system evolves its
specified performance (e.g. accuracy) in light of currestey status. It is acceptable for the
system to stop producing valid information only if this fé&ctdvertised to applications.

Johnson also gives terms for specifying aspects of a systanit tolerance:

¢ Reliability is defined as the probability that the system performs coatisly, without
failure throughout a prescribed period, given that theesysivas performing correctly at
the start of the interval.

¢ Availability is defined as the probability that the system will be opegatiarrectly at
a particular point in time. Highly available systems mayengnce frequent periods of
being inoperable as long as each period is extremely short.

e Safetyis the probability that the system will either perform withis specification or fail
in a manner that is considered safe with respect to otheersgsor users. It is possible
that a system may be considered safe but also unreliablstateament of safety concerns
the failure state rather than the likelihood of arrivingtat i

e Performability determines the level of service that the system providess. the prob-
ability that the system will provide a particular level ofrgee at a particular point in
time.

e Maintainability specifies the probability of a system being restored withpadicular
period of time from the point of failure.

e Testability is related to maintainability in specifying the ability test for particular at-
tributes within a system.

38



1.0

= Early/Burn—in Failure Wear Out Failure
E

<

e}

s

0 Observed Failure

=

E

Random Failure \
0.0
Time

Figure 2.6: Theathtubcurve for the probability of hardware failure

Quantities such as safety, maintainability, and testgbiimain directly important for depend-
able sentient systems. Programming concepts which aralusefentient applications such as
containment events are directly affected by the religbdit the system: a containment event
relies on continuous system operation between two congeaightings of a user in order to
ensure that the event is raised at the correct time. Theadity of the system is important for
information-polling sentient applications in order to eresthat a query can be answered at the
required time instant. Performability must now encode thétigie levels of service possible
from the system as it adapts to failure. Applications seddetel of service with a suitably high
performability for the current instant in time.

2.3.1 Hardware failure

One common method for specifying the reliability of a comgains the Mean Time To Failure
(MTTF) and the Mean Time Between Failures (MTBF). Howeveresalthe failure probability
of the device is exponentially distributed (a memorylessritiution) this value has little mean-
ing. It is commonly the case that the failure probability otrene forms abathtubcurve [42,
pp. 108-121]. This curve is formed of the decreasing faiprabability due tdourn in, a con-
stant random failure probability and an increasing faijpr@bability due tovear out shown in
Figure 2.6. Interestingly the same curve is evident in ppbtsuman mortality against age [56].

The effect of high early failure rates of devices can be rated by exercising (burning in)
the device before it is integrated into the system. SinyjaHe probability of failure due to
wear-out should be included in the maintenance and repkacgpnogram for the system.

Most location sensing systems in Sentient Computing aredoa®eind solid state sensors and
so have an operational lifetime greatly in excess of theesystself. However, mechanical
sensing systems in particular may experience increaskunldfaates from wear out of compo-
nents. Piezoelectric floor sensing, utilised in the Magiq@asystem [107], can withstand only
a limited number of impressions before wearing out and isatged by overly high pressures.

Software components of a system typically do not demoresbathtub curves for failure prob-
ability. This is mainly due to the fact that software comnyotibes not physically degrade over
time and so there is no significant wear out probability. &ecsuch as software upgrades and
changes to the operating environment make the curve complex
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2.3.2 Redundancy

Fault tolerance at the hardware level is often achieved plcagion of the components i.e. the
addition of redundant components. The decreasing costamdfssemi-conductor components
often make this a particularly cost-effective method.

Passive hardware redundancy

Passive hardware redundancy aims to achieve fault tolenaiticout requiring any action by the

system. This is referred to as fault masking and is commatliezed using voting mechanisms
to arbitrate between redundant computation blocks. Thpdelular Redundancy (TMR) and,

more generally, n-Modular Redundancy (nMR) relies on a mgjedte based on the output of

replicated hardware to mask faults. The number of votingkdavithin a system represents a
trade-off between system throughput, hardware costs, mmitarity of detection.

Active hardware redundancy

Active hardware redundancy provides infrastructure tecdaults and remove faulty hardware
from the system. Active hardware redundant structures tattempt to prevent faults entering
the system; they instead aim to reconfigure the system aathritto a non-erroneous state
within a specified time.

Typically, active hardware redundancy allows the systemsi cold or warm spares. A cold
spare must be installed into the system and brought onlirexeds a warm spare is kept in a
more active state to minimise the activation time.

Error detection

Redundancy techniques rely on the system (implicitly oriekg) detecting an error in some
component. These checks can take a number of forms [6]:

e Replication checkscompare the result of identical functional units for cotesisy. n-
Modular Redundancy is an example of this;

e Timing checksuse an external clock source to validate that actions aneroeg at the
correct times or intervals;

e Reversal checksvalidate that the output is consistent with the inputs. Tduscept is
examined in greater detail in Chapter 5;

e Coding checksutilise information redundancy to detect errors in the autyclic Re-
dundancy Check (CRC) codes can serve to detect errors in sighateas Forward Error
Correcting (FEC) codes have the capability to recover fromegifipd number of errors;

e Reasonableness checlnfirm that the output conforms in some way to the specifica-
tion of the system. One scheme [73] provides a set of checkshwhay be applied to
system components. Examples include checking the mormaitpof a signal, or verify-
ing that a signal falls within some specified bounds.
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e Structural checks exploit features in the structure of the data to maintainscsiancy.
Algorithm-based fault tolerance for matrix operations][i®an example of this where
additional checksum rows and columns are added to the matrexfunctional operations
of the system are altered to preserve the checksum values.

Mobile devices play a key role in Sentient Computing but aterofesource impoverished. Re-
dundant components in a system are likely to increase bethaom power consumption and so
designers might choose to exploit time- rather than spadandancy by repeating calculations
through the same component.

2.3.3 Fault tree analysis

Fault analysis seeks to build a model of system componentpaBation of component failure
rates can be used to estimate the failure rate of the totedrays

Fault tree analysis is used to analyse a system to deterragshte sequences of events which
can lead to a failure state [92]. Fault trees can include batllware and software components
in order to model the effect of combined errors from différareas of the system. Compo-
nents are combined by way of logic gates which determine dimeliions upon which a fault
propagates through the tree. The fault tree representsalement of faults, rather than data,
through the system.

Classically, fault tree analysis considers only statictfereles constructed from AND, OR, and
M-of-N type logic gates. An M-of-N gate propagates a fault/ifof the NV provided components
fail.

The most immediate analysis of a fault tree is to derive thpeeted failure rate for the whole
system. The emergent failure rate from an AND logic gate ésabnjunction of the incoming
failure rates, and so on. Fault trees are also used to demiveetswhich consist of minimal
sets of events which conspire to cause a failure. Cut-sets @dhieving a target failure rate
without over-engineering.

Fault tree construction is often disjoint from the convendl design process due to the need for
specialist knowledge. Work to automatically synthesigétfaees from designs, expressed in
specialist fault tolerance supporting languages [140]mfied Modelling Language (UML) [106],
aims to avoid this problem. Automatic synthesis will proddault trees with more comprehen-
sive system coverage limited only by the quality of the systiesign itself.

Error detection tests, such as reasonableness checksegaladed with reference to a fault
tree. This generally achieves better coverage than wmtuitiethods based on designers as-
sumptions [74].

2.3.4 State dependent analysis

More sophisticated analyses require modelling of the sthtbe system. Dynamic fault trees
extend the basic array of gates with stateful consideratsoich as:

e Sequence Enforcing A simplifying constraint that the input events may only ocin
left to right order. Outputs a logic 1 if all inputs are true;
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e Priority AND . A failure is propagated only if all the inputs fail in the gjfeed order.

Adaptive systems which degrade gracefully when faults patight be modelled with each
state representing a particular level of adaption.

In these cases analysis of the fault-tree is significantlyencomplicated. Common approaches
utilise Markov analysis to derive the likelihood of the st being in a particular state [42,
Chapter 6].

2.3.5 Software

Fault tolerance techniques can also be applied to softvé®k [As software complexity in-
creases so will the number of errors. Exhaustive testing la¢somes infeasible and so soft-
ware fault tolerance has an important role to play in comatng for programming and design
errors.

N-version programming is a technique similar to nMR for leaide: a number of independently
implemented programs provide results to an acceptancegroghich selects the correct result
(often through voting). This approach is expensive bec@usgjuires independent teams of
programmers working on the same problem. Different implatiatgons of an algorithm cause
further problems by requiring different amounts of CPU tirmeun to completion and so the
throughput of the system will be limited to that of the sloniegplementation. Also, care must
be taken to avoid over-complication of the acceptance swéwvhich could also become a
source of faults.

A recovery block system employspaimary routineto calculate the critical software function;
anacceptance tegb validate the result of the primary routine; and at least @ternate rou-
tine which implements the same function as the primary routidS]1 If the result from the
primary routine fails the acceptance test then each alerpatine is used in turn until a result
is obtained that meets the acceptance test. An exceptiamsedrif every implementation fails
to produce a valid result. Note that although the alternaiémes implement the same function
(to some level) as the primary routine they may be less effi@e capable. This system also
requires a watchdog timer to ensure that routines do not iedgfinitely. Recovery blocks
could be a possible architecture for implementing systdrasdegrade gracefully when faults
occur.

Recovery Oriented Computing (ROC) [43] attempts to increababikity by decreasing the
time to repair/recovery. One technique used is Recursivartability [29] which aims to in-
crease system availability through “microrebooting” caments. A graph of components is
created with an edge between two nodes if the destinatioe neguires notification if the
source node is to be restarted. This aims to increase avidylddy minimising the impact of
a restart to only the necessary components. One designgmetved is that it is often pos-
sible for applications to trade precision/consistencydeailability and so can better remain
operational in the case of degraded operation caused, #on@e, by some parts of the system
restarting. Successful application of this techniqueesatin detecting more than simply logical
dependencies. The framework must know which instance oftecpkr component depends
on another rather than simply that components of type A dépencomponents of type B.
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One means for doing this is provided by PinPoint, a tool faomatically analysing the run-
time operation of J2EE applications [30]. PinPoint corgssystem dependencies (and detects
failures) by monitoring message requests between clients.

Another ROC approach is that of reversible systems [25].v&ngble system allows the opera-
tor to rewind the current (presumably erroneous) systeta atad apply the required fix before
replaying and returning to the current checkpoiBikternal inconsistencieare caused if any
externally visible actions are taken erroneously by théesys These cannot be rolled back.
Instead, the system must either decide if the errors canl&eated by the user, or if corrective
actions must be performed to explain or recover the extetass.

2.4 Summary

Many Sentient Computing applications have been developechtion information is a particu-
larly useful form of context which is commonly exploited bydications. Other considerations
such as the operating environment and the type of locatfommation used vary between appli-
cations. Location systems have been built from a wide rahtgchnologies each of which has
different costs and benefits in terms of accuracy and petisiardware complexity and cover-
age. Dependable systems should select location techeslbgsed on the ability to accurately
model their behaviour.

The task of a dependable system can be made easier througiptiesation of techniques used
in Fault Tolerant Computing Systems. However, many of thartepies involve the addition
of extra hardware or software components. This limits tlpiplication to resource limited
systems (common in Sentient Computing).
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Chapter 3

A Platform For Investigating
Dependability

The construction of dependable applications without thgpett of an infrastructure which
supports dependability is unlikely to succeed. Considearmaiogy, the use of Secure-Sockets
Layer (SSL) for securing Internet web-browsing. It mighpear at the outset that a secure
channel may be constructed on top of an insecure TCP/IP chonédut additional factors de-
tract from this design. Firstly, there is the problem of kestribution: some out-of-channel
mechanism must be used to distribute trusted keys. Secaitipugh SSL provides secrecy
and integrity it cannot guarantee data delivery—a maliginade within the network can pre-
vent all communication. To guard against issues of thisreatthich might arise, this investi-
gation begins at the lowest level of the system. In the cagentient Computing this implies
beginning with the location system.

Cantagis a generic framework for building machine vision locatgystems. It is designed to
aid investigation into the dependability of location sysseby permitting in-depth instrumen-
tation of the recognition process and comparison of diffeprocessing algorithms. Cantag
also embodies particular contributions for improving takability of machine vision systems
through dependable data coding techniques, and robusegtsetion.

Parts of the implementation of Cantag have been provided lgr shembers of the Digital
Technology Group. Specifically, thanks are due to RoberteHar the implementation of the
camera distortion correction algorithms and the non-lineack-projection routines for square
tags. Thanks also, to Alastair Beresford for his work on Cdstaigenvector solving routines
and general image handling classes. The work on rotatiomatiance coding schemes arose
from discussions with Christopher Cain from the DepartmerRue Mathematics and Math-
ematical Statistics. He is responsible for the conceptimhimplementation of the Structured
Cyclic Coding (SCC) scheme.

3.1 Design Goals

Investigating, and supporting, dependability places almemof requirements on a system.
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¢ Reliable Implementation. Any study of faults particular to Sentient Computing will re-
quire the rate of software and hardware faults to be sigmifigéess than the rate of errors
due to algorithmic or runtime problems. Numerous exampias fsoftware engineering
show that this is no small requirement [147].

e Ease of Instrumentation. Once a failure has occurred it is important to identify the fa
tors that contributed to it in order to incorporate mechasiso cope. The system must
be instrumentable to allow back-tracking to locate the eaus these failures. Com-
mon design techniques such as encapsulation mean thatiridi®kinstrumentation is
problematic to add to existing systems.

e Flexibility. Location system hardware and tracking implementationscamplex and
So it must be possible to tune and adjust the processingsstagen the system to gain
insight into limiting factors and critical steps.

Conventional requirements of a location system (such agageearea) do not include particular
emphasis on instrumentation or flexibility. This makes tise of existing location systems
(either commercially available or research-based) proate.

3.2 Machine Vision Systems

Due to their low cost, high reliability, and increasing uliiy, video cameras and lenses are a
good choice for hardware to underpin a test-system. Usaottdmmodity hardware running
on a desktop PC will result in a system mostly implementediitnare which permits easier
instrumentation and tuning as well as reduced developmests @s compared to a system
requiring specialist or esoteric hardware. As describeipusly, machine vision systems
already find use in a number of applications and are capalpeoaiucing fine-grained metric
location information.

Cantag is a Marker-Based Vision (MBV) system which tracks twoeshsional fiducial markers
deployed throughout the scene. The tagged nature of themsystexploited to provide a fast
and reliable tracker. Fiducial markers can be thought ofdaamced bar-codes (often printed
using commaodity printing hardware) with the potential nolyao label an object but to position
it accurately.

The operation of an MBV system can be viewed as the derivafiariransformation between a
tag and camera coordinate frames. Tdgpcoordinate framés measured relative to the surface
of the tag surface. Theamera coordinate framis determined relative to the viewing camera—
as the tracked tag is moved its coordinates in the cameraefwithchange. The process of
back-projectionis used to determine the set of points in camera coordinatéshveorrespond
to a given point in the image [64, Chapter 6]. For systems camgpof more than one camera
it is important to provide location information without exénce to the viewing camera. The
world coordinate framespecifies positions relative to some global origin.

The field of Augmented Reality (AR) has been the traditionalettggment domain for such
Marker-Based Vision systems where they are favoured for tlegiendence only on commodity
hardware (decreasing deployment costs) and for their hegjteg of precision and accuracy
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across six degrees of freedom (ideal for image-objecttragisn). Most AR applications focus
on video overlaywhere three-dimensional models are rendered into the \stteam viewed
by the user. However, MBV systems are capable of producingiatyaf outputs. Bar-code
reading is the simplest form of output where the identifiéoimation or data stored on the
sighted tag(s) are returned. More sophisticated infolmnagibout the position of the tag can
also be derived for applications that require it.

e Two-dimensional information pertains to the position and dimensions of dgih the
image produced by the camera. Systems such as the SpotCadee [E24] and Rohs’
mobile phone tag reader [119] utilise two-dimensionalinfation from the tag image to
decode the data on the tag and perform simple visual overlay.

¢ Projective information allows the projection of three-dimensionaldats onto the image.
This is typically used by Augmented Reality applicationsvisual overlay. Projects such
as Handheld Augmented Reality [141] perform video overlag t)andheld PDA requir-
ing projective information from the image. However, due lte impoverished nature
of the PDA platform a low accuracy processing pipeline mawapgropriate in order to
achieve low power consumption and high performance. TheidBagpk [20] application
overlays active content onto the pages of a book and therefigso requires projective
information.

e Three-dimensionalinformation refers to the position and pose of the tag in trmera
coordinate frame. This information may be used for apphecatrequiring spatial reason-
ing. The Free-D system [136] is used to track the position wiodile camera on a TV
set. Marker tags based on concentric circles are locatethanubsition of the camera is
derived from the rays running through the centre of eacletarydditional utilisation of
the three-dimensional information from the marker tagsautttiitional constraints which
will improve the location accuracy of the system.

3.3 Fundamentals of Tag Design

The tag design used in an MBYV system specifies the appearanice family of tags tracked
by the system. The algorithms used for recognition and ingcére not part of the tag design
specification and may be changed by system engineers asdntedaghout the lifetime of
the system. Figure 3.1 and Figure 3.2 show a sample of the onaigye tag designs in use.
However, there are common aspects across all designs;fures¢éhe basis for the abstraction
used in Cantag.

3.3.1 Data coding

The mechanism for encoding data onto marker tags determinether a tag may hold general
symbolic data (such as a URL) or only an identifier. The datangpdcheme also affects the
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(a) ARToolKit[21] (b) Owenet al.[105] (c) Matrix [114] (d) CyberCode [115]
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(e) QR codé (f) Rohs [119] (9) Zhonget al.[153]

Figure 3.1: MBV Systems using square tag designs
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(@) TRIP [36] (b) VIS-Tracker [100] (c) Stateet al.[131] (d) Choet al.[31]

Figure 3.2: MBV Systems using circular tag designs
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susceptibility of the system to false negative resultdu(faito read a visible tag) and false pos-
itive results (detection of a not-present tag). Tag codoigemes broadly classify intemplate
or symbolic The typical mode of operation for template-based systents select the best
match for the tag image from a database of issued tag imagethdiic systems operate by ap-
plying a decoding technique to symbolic data sampled fromtp@n the tag. Template-based
systems benefit from the ability to attach semantic mearorgpth tag for the user’s benefit.
Symbolic systems benefit from a larger, better defined, spieaid messages.

Figure 3.1(a) shows a tag from ARToolKit. This template ocgdsystem uses the estimated
transformation from tag to camera coordinates to apply sgastive correction to the tag con-
tents before comparing the resulting image using an aut@ledon function against the set
of possible templates. The best match (above a fixed th@si®returned [21]. There are
numerous problems with the template technique. Firstly siystem designer must select a set
of templates which are as distinct as possible. Oefteal. approach this problem through the
systematic generation of template images by exploitingognalities in the auto-correlation
function [105]. However, as shown in Figure 3.1(b), any seicameaning in the template
design of the tag to users of the system is lost. The spaceadfhble templates is also smaller
than a designer might imagine because tags are often md#lficymmetric and so each tem-
plate must be distinct to all rotations of other issued teitgd. Another major problem with
template-based tags is that currently no analysis is dlailaf the effect that the distortion
introduced by pixellation and perspective correction Wélre on the auto-correlation function.

Symbolic coding schemes divide the tag payload area intorébruof datacells. The message
is recovered by sampling the image at each datacell. THimigee has a number of advantages
over template coding methods: it is not necessary to ligesgarch through the set of issued
codes to recognise a tag; the distinctness of two codewsrdsantifiable as the Hamming
distance; and the effect of perspective distortion can beathed as bit-errors in the data.

Cantag currently only implements symbolic coding scheméssbeasily extendible to incor-
porate template coding methods.

3.3.2 Tag shape

Fiducial markers are designed to provide projective imrgg (properties which remain con-

stant under projective transformation) which allow thenbéarecognised in the camera image.
Designs commonly consist of a payload area which contatherea template or symbolic code

and identifying features to aid location of the tag and recpwf payload data.

Square tags (shown in Figure 3.1) exploit the projectivaii@ant that a straight line in three-
dimensional space will also be a straight line in the resgltmage. Thus, a square tag will
transform into a quadrilateral in the image. The four compeints of the quadrilateral and
the constraint that the tag has four-fold rotational symmnptovide sufficient information to
perform the back-projection. It should be noted that the tmuner points of a rectangular tag
do not contain enough information to do this because theamedge lengths add additional
unknowns to the system.

Cantag currently provides a single, generalised, squarmasign. This design is parameterised
on the number of datacellg) along one edge of the tag. This gives a total data payloaaleof t
order ofn? bits. The design divides the tag area into a grid af 2 rows and columns. The two
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edge rows and two edge columns are set to black to form thebofthe tag and the remaining
grid cells contain the symbolic data payload.

There is no reason why one cannot perform back-projectiorgularn-sided polygonsi{ >
4). The corner points of these tags over-constrain the bagjeqtion problem and so provide
some tolerance to errors in the estimates of the cornercestti

A circular tag may be considered the limit of arsided regular polygon. Figure 3.2 shows
some existing circular tag designs. Circles possess theging invariant that any perspective
transform will result in an ellipse in the final image [44, 286—261]. The imaged ellipse de-
fines two possible orientations for the circular tag due éf#tet that a circle in three-dimensions
tilted towards the camera IBydegrees produces the same imaged ellipse as the cirateaviiay
from the camera by degrees (Figure 3.3). Additional information from the ireag required
to disambiguate the two possible back-projections. Plessiturces are the inner edge of the
bullseye or the position of the datacells.

The circular tag designs provided by Cantag divide the datkopd area up into datacells over
a fixed number of rings and sectors (Figure 3.4), each of the rilags is fixed to the same
width. Another possible scheme might permit the divisioea&th ring in to a different number
of sectors—this would allow for fewer sectors on the innegnvhere the datacells are small in
size. Cantag allocates the same width to each data ring.nalieely, the width of the data rings
might be varied to provide a portion of the tag which can bel feam an increased distance
(larger datacells). The investigation of these possiedits left to future work. There are three
types of circular design available:

e Circlelnner tags have the target bullseye contained in the centre oathmside the data
rings. This maximises the area of the tag available for tha gayload at the expense of
reducing the size of the target bullseye. See Figure 3.5(a).

e CircleOuter tags have the target bullseye entirely outside the datacdrgee tag. This
reduces the size of the data payload area but increasezéhefshe localising features
of the tag. See Figure 3.5(b).

e CircleSplit tags overlay the data payload onto the target bullseye—tter edge of the
target bullseye is outside the data area of the tag and tlee @atge of the target bullseye
is inside the data area. This design maintains the largarfeatze of the outer bullseye
edge and permits an increased data payload size than the@irelr tag. See Figure
3.5(c).

The circular designs are parameterised over six variablesiber of rings, number of sectors
and radii of bullseye-inner-edgé;), bullseye-outer-edge)f), data-area-inner-edgé;}, and
data-area-outer-edg€,j. The relationship between the sizes of the bullseye ana alaas
determines the tag type:

Circlelnner b, < d;
CircleSplit b; <d; Nb, > d,
CircleOuter b; > d,

The circular designs featured in Figure 3.5 all have difierelative widths allocated for the
bullseye and data sections of the tag in order to optimispalyoad storage. This technique is
explained in Chapter 4.
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Figure 3.3: Ambiguous interpretations for the pose of auténctag

Bullseye Outer Data Cell
Edge ~\\\
Bullseye
Inner Edge Sector

Figure 3.4: Tag design terminology

@

b b, di d
(a) Circlelnner (b) CircleQuter (c) CircleSplit

Figure 3.5: The three generalised circular tag designsigeedvin Cantag
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3.4 Image Processing Pipeline

Cantag can construct many different vision processing ppipgelfrom the set of available algo-
rithms. General operation of the vision pipelines can bersansed in the following steps:

1. Image Acquisition: The image for processing is captured from an image source;

no

Thresholding: The grey-scale (or colour) image is converted to a 1-bitgenavhere
foregroundelements are white arlthckgroundelements are black;

Contour Following: Contours are extracted from the thresholded image;
Distortion Correction : Lens distortion effects are removed from the extractedawos;
Shape Fitting: Basic shapes (quadrilaterals or ellipses) are fitted todhéoairs;
Transformation: The back-projection of the shape is derived;

Sampling: The encoded data on the tag are sampled from the threshioidge;

© N o 0 B~ W

Decode The sampled data are decoded according to the coding sassden the tag.

There are numerous other options available for the designMBYV system: designers might
choose to work using greyscale images and edge detectionthigs rather than thresholding
and contour following. Similarly, the use of Hough transierfor fitting the edges of square
and circular tags is another option. Cantag can accomodage techniques with minimal
additional effort to that of a standalone implementatioreath algorithm. The intent here is
to analyse one set of options which are used in today’s agistystems and to demonstrate the
approach one might apply to extend the analysis to othanaliges.

Cantag operates in a stateless fashion and tracks tags wittfevence to previously found
locations. This is a useful starting point even for statéfatkers which incrementally track
tags because it examines how the target tag is acquired firgshmstance.

3.4.1 Entity abstraction

The basic data abstraction in Cantag is that okatity. Entities correspond to distinct data
items in the machine vision pipeline. For example, an ihiti@age entity is subsequently
broken down into a set of contour entities, the shape fittewexs a subset of the contour
entities into shape entities, and so on.

Cantag consists of a set afgorithmsthat operate on entities. Each algorithm is implemented
as a C++ function object which specifies the particular tydesntity used as arguments or
returned by the function. This approach allows each algariio be unit tested in isolation.

One of the design criteria for Cantag is that it should be fs$0 examine the intermediate
stages of computation for any particular result. T@mposedEntitglass is a generic pro-
gramming technique developed to meet this need whilst @iaing loose-coupling between
algorithms and without sacrificing performance. This isie@ofd by combining a set of entities
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struct ECL {};

tenpl ate<class H, class T = EOL> struct TypelLi st
{

t ypedef H Head;

typedef T Tail;

b

Figure 3.6: A simple implementation of type-lists in C++

t enpl at e<cl ass List> struct ConposedEntity :
public List::Head,
public ConposedEntity<List::Tail>
{
ConposedEntity()
Li st:: Head(), ComposedEntity<List::Tail>() {};
b

tenpl ate<> struct ConposedEntity<ECOL> {};

Figure 3.7: The ComposedEntity class

together into a single class containing the functionalitgach of the entities within the set. The
resulting class is recognised by the C++ type-system as #anires of each of the component
entities. Thus, the ComposedEntity may then be passed tolgosthm expecting any of the
entities in the original set.

The ComposedEntity implementation makes use of the condeptype-list[5, Chapter 3].
Figure 3.6 shows a templated C++ class implementing a tgbe@iven three existing classes
A, B, andC, the user may then define a type-list as follows:

t ypedef TypelLi st <A, TypelLi st <B, TypeLi st<C > > ABCLi st;

The ComposedEntity class (Figure 3.7) recursively inhérgm the class at the head of the
type-list and an additional ComposedEntity built from thiédathe type-list. The inheritance
tree forConposedEnt i t y<ABCLi st > is shown in Figure 3.8.

Combining the basic entity classes by type composition hasvéer of useful features:

1. Algorithms may be implemented, compiled and tested withlkmowledge of any entity
types other than those explicitly required by the algoriitself.

2. The ComposedEntity class may be passed to algorithms tiencltent application in
a type-safe manner—the client need not worry about extrgdtiformation from the
ComposedEntity class to pass to the algorithm.

3. There is no need for pointer indirections, or virtual flimes (also typically implemented
through pointer indirection) when using the ComposedEwiags because the compiler
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C ComposedEntity<EOL>

B ComposedEntity<TypeList<C>>
A A
A ComposedEntity<TypeList<B,TypeList<C>>
A A

ComposedEntity<TypeList<A,TypeList<B,TypeList<C>>>>

Figure 3.8: Inheritance diagram for an example ComposetEnti

can determine at compile-time exactly which parts of the CasedEntity to pass to the
various algorithms which are called; and

4. Much of the data that contributed to a particular resudt stored in the same object
allowing easy back-tracking when investigating problems.

3.4.2 Image acquisition

In addition to conventional image sources such as cametm@pm@irecorded video, Cantag
includes an image source for producing artificial imagesg:i€penGL.

The OpenGL image source can be used as a test harness totaggsletth arbitrary positions

and poses. These tags are subsequently processed by #m,sgst the resulting data com-
pared against the initial ground-truth input data. This n@ism provides a vital means to
ensure that the algorithms offered by the system are corragplemented. However, it also

provides a means to understand the relative performancéf@femt tags and algorithms since
it allows huge numbers of images containing a variety of tagnoations to be systematically
simulated.

The images produced by this test harness can be consideddtitere is no camera distortion,
lighting affects, or measurement error: the only sourcerafras derived from the pixellation
of the image. Hence this harness can be used to place a aqigatipper boundon the ca-
pabilities of a specific tag. Thus, in addition to providinghaans for comparing two possible
configurations of the Cantag system, it can be used to ansvestigos as to whether some
performance needs are actually possible with current ilhgos.

3.4.3 Thresholding

The thresholding process converts grey-scale or colougésanto 1-bit black-and-white im-
ages. Thresholding may be regarded as an image segmengedtdam in which the image is
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Figure 3.9: Noise sources in images captured from CCD arr&/4 [1

partitioned into foreground and background elements. Weerhajor sources of error in the
thresholding process are due to strong lighting variatiwh moise from the image acquisition
phase.

Noise in the acquired image comes from a number of sourcéd.[Examples include noise
from dark currentarising from thermal effects in a semiconductor (which isduced at a rate
dependent upon the temperature of the sensor material)er @ffects, such aphoton shot
noise are dependent on the intensity of the received signal. dPh&tiot noise varies with the
square-root of the signal level and arises from the stadistiature of sensing process which
is dependent upon the random arrival and absorption of pkdtt27]. Figure 3.9 shows a
summary of the sources of noise in CCD captured images (repeddwuom the original pub-
lication). Images in low light levels have poor signal-toige ratios (SNR). When the general
light intensity increases, the noise floor is eventuallyseeal and the SNR improves. The noise
floor represents the sum of the illumination invariant nasiserces. Figure 3.10 shows an image
taken in low light levels which has been post processed (esgai to spread the pixel intensi-
ties over the full representable range. The effects of pdbR &re clearly visible as noise across
the whole image. The conventional operating environment8/BV systems are well-lit and
so a good SNR is expected for the acquired images. Howewen,tfie thresholding view point

it is the difference between the foreground and backgrouxel pitensities for the region of
interest that defines the effective signal strength. Thisbeamuch less than the signal range of
the whole image and so image noise effects can still mariliestselves.

Lighting variation is common in most operating scenariagscfamputer vision systems. In par-
ticular, any space with natural sunlight will often expege intense illumination and strong
shadowing. The effect of this is that a particular pixel imsi®y might correspond to a white
(foreground) element in one part of the image whilst the samensity might correspond to
a black (background) element in another part of the image.eXample of this is shown in
Figure 3.11 (image by Edward H. Adel$dnThe pixel intensities of squares A and B are iden-
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Figure 3.10: Photon shot noise in equalised low-illumioraimages

Figure 3.11: Optical illusion in colour interpretation: usqe “A’ appears darker than square
“B” despite them having identical pixel intensities
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(a) Original Image (b) ThresholdGlobal (c) ThresholdAdaptive

Figure 3.12: Thresholding under varying lighting condiso

(a) Original Image (b) ThresholdGlobal (c) ThresholdAdaptive

Figure 3.13: Thresholding images taken in low illuminatemmditions

tical despite square A being darker than square B in reditg right-hand image in the figure
shows squares A and B with unchanged colouration. The sutling pixels had their inten-
sity reduced to highlight the similarity between the twoaeas. The images demonstrates how
people viewing the image intuitively compensate for thétiigg effects with additional real-
world knowledge. Sophisticated (and computationallynstee) implementations of threshold-
ing algorithms attempt to compensate for lighting intetgtien problems by avoiding global
(whole-image) analysis techniques and concentrating cad i@riations [137].

Cantag implements two thresholding algorithms: TheesholdGlobal algorithm converts each
pixel to either black or white based on whether it is largesimaller than a fixed threshold.
TheThresholdAdaptive algorithm maintains a moving average as it rasters over eaclof the
image. Each pixel is converted to black or white after congoarwith the mean of the moving
average from the current row and the previous row [150].

In situations where the illumination level varies strongher the surface of the tag it is not
possible to select a single threshold value to segment tagantigure 3.12 shows an image of
a tag partially illuminated by strong sunlight and the restithe ThresholdGlobal andThresh-
oldAdaptive algorithms. TheThresholdAdaptive algorithm clearly outperforms thehreshold-
Global algorithm. The necessary parameters for both algorithnre et manually to give the
best performance for this particular scene.

Conversely, there are also situations whereTtiesholdGlobal algorithm performs better than
the ThresholdAdaptive algorithm. An example of this is shown in Figure 3.13. In thitsiation
the lighting variation does not detract from the performeattheGlobalThreshold algorithm
because the variation is outside the region of the imageagung the tag. The reason for the
poor performance of theéhresholdAdaptive algorithm in this situation is because the variation

2http://web. mt.edu/ persci/ peopl e/ adel son/
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between the foreground and background intensities in theeigion is small. If the sensitivity
of the algorithm is increased to discriminate between thiebecomes too sensitive to image
noise.

3.4.4 Contour following

Cantag provides a topological contour following algorithithe algorithm uses a border fol-

lowing technique [151] to build a tree of contours from theage [133]. The tree encodes the
iImage topology—if the contour of interest wholly containseecond contour then the second
contour will be a descendant of the first in the contour tree.

Execution of the algorithm proceeds by marking the origimege with unique identifiers for
contours as they are discovered and followed. The treetsteics then constructed as the
contour follower moves across the image. When the rastetipo®nters a contour the ID
number is read from the image and set as the parent for sutastygdiscovered contours.

3.4.5 Camera distortion correction

Routine correction of the systematic distortions introdlibg camera lenses has long been
used in photogrammetry. Authors have long purported thatuhnecessary to attempt to build
perfect lenses because the distortion introduced can beated to high accuracy [26].

The simplest camera model assumes no distortion and sirmphtijes the transformation from
camera coordinates to pixel values. This is based on thefig¢ion of the camera’s intrinsic
parametersf,, f, specify the focal length/scale factor in thendy directions,(u, vy) specify
the image centre (known as the principle point), andpecifies the skew—this has a value
other than zero only if the pixels in the camera sensor am@apat square in shape. For modern
camerasf, and f, are often similar in value and is not significantly greater than zero. This
approach is suitable for low accuracy applications, egigaf computation cost is a concern.
The process of deriving these parameters is known as resegi[64, Chapter 7].

The first improvement to this model is to incorporate radisiaition effects of the lens. Radial
lens distortion causes the actual image point to be displeadially, by an amount dependent
upon the distance-] between the image point and the principle point. The dpieent dis-
tance is a polynomial im whose coefficients are specific to the lens focus, and ires sihe
model is further refined by incorporating “decentering”tdison which contains both a tan-
gential and radial component [26]. Modern cameras and $eaften do not require a radial
distortion polynomial of degree greater than four and oftemonstrate minimal decentering
distortion.

Derivation of the calibration parameters for a particukamd configuration may be achieved
using commonly available camera calibration toolkits. Téreses used in this work have been
calibrated using the Camera Calibration Toolbox for Matlab

Cantag incorporates a number of possibilities for camenaecton. TheDistortionCorrection-
None algorithm performs a simple removal of the camera intripsicameters. This approach

Shttp: //www. vi si on. cal t ech. edu/ bouguet j / cal i b_doc/
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is often suitable for two-dimensional bar-code reading MB}tems. TheDistortionCorrec-
tionSimple algorithm attempts to remove radial distortion using adif@on-iterative) solu-
tion [94]. This method is computationally fast to apply amdves suitable for lenses with
small levels of radial distortion. However, for large digton effects (or for lenses with signifi-
cant tangential distortion) thistortionCorrectionlterative algorithm may be used to perform a
non-linear numerical minimisation to precisely reverse distortion affects. This approach is
computationally intensive but provides the highest acqurasults.

3.4.6 Shape fitting

The shape fitting stage of the pipeline must fit either quatdnibls or ellipses to the contours in
the image as appropriate for the chosen tag design.

Ellipse fitting

An ellipse may be encoded either geometrically or algebigicThe geometric encoding of an
ellipse consists of: a central poift, y), the major axis length, the minor axis lengtth, and
the angle between the major axis and the horizontalax# ellipse may also be represented
algebraically in the form of a generalised conic equatioth\warameters to f:

ar® +bry+cy’ +dr+ey+ f=0 whereb® — 4ac < 0 (3.1)

Cantag performs conversion between these two represerga®required based on existing
techniques [45, Chapter 9]. Ellipse fitting is commonly parfed using a least-squares ap-
proach where the algorithm attempts to minimise the maxirdemation of the contour from
the ellipse. TheitEllipseLS algorithm in Cantag implements one approach published bif Hal
and Flusser [60].

Another option for ellipse fitting is thEitEllipseSimple algorithm implemented in the SpotCode
system. This algorithm derives the centre of the ellips@éasitst central moment of the contour
(the arithmetic mean of the coordinates of the edge pix@ld)estimates the major and minor
axes of the ellipse as the furthest and most proximate pomthe contour from the centre.

This algorithm is less computationally intensive and hasngker implementation than the

least-squares approach but is very sensitive to noise ocotfiteur. Also, detecting the major
and minor axes of the ellipse becomes an ill-conditionedlera as the ellipse tends towards
a circle and so this algorithm tends to perform poorly forst#izat are nearly fully facing the

camera.

Quadrilateral fitting

Quadrilateral fitting requires an estimate of the four cosroé the shape. The simplest approach
to this is theFitQuadCorner algorithm which measures the local curvature of the conamar
accepts the maxima as corners of the quadrilateral [134].

Another approach is theitQuadPolygon algorithm which makes use of a line-simplification
technique [41] to reduce the contour to a simplified polygBelygons of increasing degree
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are hypothesised and checked against the original corftabe maximum deviation from the
contour is too large then an additional vertex is added tgthggon. Iteration ceases once the
deviation is below a given threshold. If the resulting pagichas four vertices a shape-fit is
deemed to have occurred.

TheFitQuadConvexHull algorithm operates on the convex hull of the contour andtpmars the
points into corner-clusters by discarding points with laedl curvature. If there are greater
than four clusters then superfluous clusters are discardedder of increasing edge length.
The middle point of each cluster is then deemed to be a corner.

Fitting quadrilaterals in this manner is error prone beeanisly four points on the contour
contribute to the final result. Errors in the position of afyhese four points cause direct errors
in the final result. A more reliable technique is to allow aliqts on the contour to contribute
to the final shape-fit. This reduces the impact of errors intiposof particular points. The
FitQuadRegression algorithm improves the estimates of the quadrilaterainfittalgorithms.
The original contour is partitioned into four edges basedhencorners provided by the shape
fitting algorithm. A linear regression is performed on eatlthe edges of the quadrilateral
and the intersections of these four lines is computed asawecorner estimate. This produces
behaviour similar to th€itEllipseLS algorithm whereby all points on the contour contribute to
the shape estimate.

3.4.7 Transformation

The transformation stage of the image pipeline derivés<a4 homogenous transform matrix
from the tag shape. This transformation converts the tagdowate frame into the camera
coordinate frame. Dividing the andy coordinates in the camera frame by theoordinates
simulates the projection process and yields two-dimemsionage coordinates. The derived
transform information is used to estimate the points on mhagie to sample the binary code
stored on the tag. Applications may also use the transfofamnmation for performing visual
overlay or retrieving three-dimensional position and pogsermation.

Transforming ellipses

The simplest form of ellipse transformation is implementethe TransformEllipseLinear algo-
rithm which is based on the approach in the TRIP system. Thisoagh estimates the positions
of the tag’s datacells by linear scaling of the fitted ellip&kse of this algorithm within Can-
tag required that the linear scaling problem be cast int@@stormation matrix. This can be
achieved as follows based on the geometric parameters eflipse:

bcosf asinf 0
bsind acosf O
0 0 1
0 0 0

—ow 8

The transform information produced by this transform isy@uitable for projecting back into
the original image. The linear scaling is an approximatibrine perspective effect and is
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(a) Full facing tag (b) Tag Tilted at 30 degrees

Figure 3.14: Perspective effects on thensformEllipseLinear algorithm

Figure 3.15: Large payloads are susceptible to perspeatioes

based on the assumption that two concentric circles willa good approximation, become
concentric ellipses in the image. This assumption intredwcsystematic error in the projection
called eccentricity error. Fully facing tags fit this approation well but when there is a large
distortion affect the approximation becomes less validisT& shown in Figure 3.14. Ahn
provides a formalism of this effect when measuring the @ moint of a circular tag [4] and
finds that for a tag with small radius relative to its distafrcen the camera the error grows
proportionally to the radius squared. This means that ngattie tag bigger does not improve
the estimate of its central point when using this technidfog.the current generation of circular
tags with large datacells this effect has gone unnoticeddsygders. However, for tags with
a higher code density (and thus smaller datacells) thistelffecomes noticeable. Figure 3.15
shows a section of a real image containing a circular taggtilightly away from the camera.
Some error in the data point estimates occurs from othercéspé the system such as pixel
truncation but errors attributable to the linear methodideatifiable because the data points at
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the right of the image are too close to the centre of the taglangoints at the left of the image
are too far away from the centre of the tag.

The TransformEllipseFull algorithm is derived from Forsyth’s “Pose from Circle” methi®3]
which was also used as a basis for the TRIP Adaptive Locatiste8y[35]. However, both of
these algorithms contain subtle errors which are addrdatsdn this chapter (Section 3.6).

Transforming quadrilaterals

The simplest algorithm for transforming square tags istthesformQuadProjective algorithm.
The four corner coordinate pairs of a square (camera caatelhare associated with the four
corner coordinate pairs of the object. The camera coorelnate assumed to be an arbitrary
linear combination of the object coordinates. The four eopoints of the image quadrilateral,
and their corresponding object coordinates, provide aateqeonstraints to solve for the cam-
era coordinates [114]. This algorithm is highly susceptital noise in the image because the
constraints only enforce that the tag is rectangular, rat iths square. In the case of image
noise this causes deformation of the derived object coatdibasis such that it is no longer
orthonormal.

More sophisticated algorithms have been developed torbgtéserve the object coordinate
frame.TransformQuadCyberCode is an implementation of the algorithm used in the CyberCode
system [115]. This algorithm anchors a model of a tag at tiéreef the imaged tag. The tag
model is rotated about the anchor point until the discrepaetween inner angles of the model
and the inner angles of the imaged tag is minimised.

Finally, theTransformQuadSpaceSearch algorithm implements a full non-linear search to min-
imise the difference between the projected corner pointstafy model and the imaged corner
points [132]. The implementation of this algorithm reqgsi@areful selection of the starting
point for the minimisation or the strong local minima for @ taith opposite inclination will
interfere with the search for the true position. Althougkrthis no fundamental geometric
ambiguity, this problem is similar to the pose ambiguitylgemn for circular tags (Figure 3.3).

The techniques for deriving the back-projection of quadeitals are known as point-correspondence
techniques: known points in the image are matched with pamrtg coordinates and the result-

ing constraints are exploited to infer the three-dimeraiposition of the object. This approach

is not possible for circular tags because given any poinheretlipse there is no way of telling
which point on the circle (in tag coordinates) it maps to.

3.5 Dependable Coding

The current generation of symbolic tags do not take full atkge of the error handling potential
of symbolic codes due to the rotational symmetry of the tdggure 3.2(a) shows a circular
TRIP tag which contains two rings of data split into sectoractiEdatacell in the sector can
store a binary value and so each sector may store one of f@sig@ symbols. One symbol
(corresponding to a completely black sector) is reservexdtiemt the code in aynchronisation

sector The remaining sectors are used to encode two sectors désmadgnformation followed

by the payload encoded as a base three number using the negntiree symbols. Despite
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the (weak) error detection properties of the checksum tlie @® limited by the unprotected
synchronisation sector. As a result this scheme can onlygexggantee to detect one bit of error;
two bits of error suffice to fool the system into starting dgiog from the wrong sector. Whether
or not this invalid reading will pass the checksum dependhemlata that was encoded.

Figure 3.1(c) shows a tag from the Matrix system which pisteayloads using a CRC [114].
This approach lacks robustness because the tag has fdunsfational symmetry. Thus, rotated
tags read as permutations of the original code. No analgsidben presented as to the effect
of these permutations on the Hamming distance of the code.

Figure 3.1(g) shows a square tag presented by Zhong et alhwhrries five bits of data pro-
tected by a block sum code check or six bits of data protecteibamming code [153]. The
four corner bits are used for orientation to ensure that ¢ineect code can be read from the tag.
Unfortunately, the block code does not protect these atemt bits and so two bits of error in
the image can result in the system reading a rotated tag fnemvtong orientation and thus
returning an invalid code. The Hamming distance of this cslteuld thus be considered to be
only two bits until it can be proven that no two codes are rotetlly self-similar.

Figure 3.2(d) shows a multi-ring circular tag design ussadid rings chosen from a set of

colours [32]. Assuming these colours can be reliably idietiby the system, the method has
the potential to be robust because the code can be readyatianhy position. However, the

amount of data that can be stored on the tag is small due t@atge &mount of redundancy.

Also, additional coding would be necessary if error-caiiceccapability was required.

3.5.1 Rotational invariance

Cyclic codes [59, Chapter 3] present a solution to the rotatispmmetry problem. One prop-
erty of a cyclic code is that any rotation of a valid codewadi(different) valid codeword.
If a tag’s data are arranged in such a way that rotations ofapecorrespond to rotations of
the sampled data, rather than general permutations, teeibr-detecting, or error-correcting,
capabilities of the code will be unaffected by these roteticcuppose the minimum distance of
the original code igl and given a valid codeword an error is introduced in fewen thplaces.

If the resulting word is equal to the rotation of some codaltben it itself must be a codeword
(all rotations of codewords are codewords) and so there bruat least! differences between
the two codewords. This is a contradiction, thus it is notsgae to read a rotation of another
valid codeword after undergoing fewer thdrbit-errors and so the minimum distance of the
code is unaffected.

Reading a code from a tag such that all symmetric rotationseofetg correspond to rotations of
the code (termerbtational invariance separates the coding scheme from tag design details and
enables a mathematical analysis of code capability. Itssipbe to achieve rotational invariance
for both square and circular tags.

Circular tags have rotational symmetry up to the number dfose®n the tag: a rotationally
invariant ordering must yield only rotations of the codetvoegardless of the starting sector.
Figure 3.16 shows two orderings for reading data from a @rdag. The first ordering is not
rotationally invariant whereas as the second ordering isis@er, if the first reading of the tag
reads cells in the orddr, 2, 3,4, 5,6, 7, 8,9 then the effect of a rotation by two sectors for the
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Figure 3.16: Reading a circular tag non-invariantly (left)rvariantly (right)
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Figure 3.17: Reading a square tag in a rotationally invarizgarner. A valid reading could start
at any corner and progress in a clockwise direction

first ordering yields a permutation rather than a rotatiotiheforiginal read order because a full
360 degrees of the outer ring are read from the start poiiréenoving to the inner ring.

Square tags have four orders of rotational symmetry and staséianally invariant ordering
must yield a rotation of the codeword for each starting gaatdrFigure 3.17 shows two rota-
tionally invariant orderings for reading data from a square

If a square tag has an odd number of datacells along one edgeat possible to utilise the

datacell at the centre of the tag. This is because each quaifrtne tag (corresponding to one
unit of symmetric rotation) must have the same number ofcéédiain it. Figure 3.18 shows

two possible orderings for tags with an odd number of dalseédng one edge.

If a cyclic code is applied to a tag in a rotationally invatiamanner then the error-detecting or
error-correcting properties of the code will not be affecby the rotational symmetry of the
tag. However, this presents an additional problem becdessytstem will be unable to select
the correct code from the set of possibilities read from #ge Each possibility will appear as
a valid codeword (after applying any applicable error coioa routine). One approach is to
select the particular rotation which has a smaller valua theery other possibility. This means
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Figure 3.18: The central datacell is unused if the tag hasldmamber of cells

that for each value coded onto a tag there will be a number ditiadal codewords which
also decode to the same value. Codes exhibiting this propegtyermedsymbolic identifier
codes—the code cannot store arbitrary data.

3.5.2 Tag coding abstraction

The rotational symmetry of the tag is considered with resgeftxed features of the tag design.
For a square tag the edges of the border determine four cofleogational symmetry. For a
circular tag the edges of the sectors determine the numberdefrs of rotational symmetry
present. A tag rotation by or@acerefers to as the minimum rotation required to align the
fixed features of the tag such that they are indiscernibla fittose in the original orientation.

The tag’s data-carrying capability may be characterisadrims of two variablesSymbol Size

Is the number of bits allocated to storing each symbol. IftHeis rotated by one place and the
code re-sampled, the new value should be identical to thequevalue after a rotation through
symbol size bitsPayload Sizeis number of symbols the tag can store.

The payload of a circular tag withw rings andn sectors undergoes a rotationsafbits when
rotated by one place and so has a symbol size: diits. Since each sector stores a complete
symbol the number of symbols storechis

A square tag with an even number of cells along each side&has2p cells (wherep is an
arbitrary natural number). A rotation of one place rotatespgayload by a quarter of the total
size: this yields a symbol size pf bits. The payload size is four of these symbols. A square
tag with an odd number of cells along the edge(+ 1) x 2(p + 1) total cells) cannot store
data in the centre cell (Figure 3.18). This leaves a symlzel sfp(p + 1) bits and a payload
size of four symbols.

Coding schemes may be parameterised in a similar way. The ewaildifferent symbols

corresponds to the size of the field used to define the polyadenm the cyclic code. For exam-
ple, the various generator polynomials for a CRC are definedtbeefield with two elements
(symbol size is one bit). Reed-Solomon codes, which are wgegtfor correction on CDs and
DVDs, can be defined for fields of size 256 (symbol size is djfis).
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If the tag symbol size is eight bits it can also store codel wisymbol size of four, two or one
bits by packing multiple symbols into each rotational blobkgeneral a tag with symbol size
s; can store a code with symbol sizeif s. is a factor ofs;.

The entire codeword must be stored on the tag or else a notatioot guaranteed to produce
another valid codeword. For cyclic codes the size of all eadds is given by the block length.
This precludes the use of CRCs on most tags: the generator poightor CRC-CCITT (a
sixteen bit CRC) has a block length of 32767 bits. Typically, a CR@sed with much smaller
messages than this—the unused bits are assumed to be zemotanginsmitted. This is not
permissible for rotational tags. A circular tag carrying CRC-TCtata would need 151 rings
and 217 sectors. A selection of more plausible coding schemreepresented next.

3.5.3 Coding schemes

The tag coding abstraction frees implementors of codingses from the details of tag design:
the shape of the tag and layout of the datacells are unimgorighe pertinant consideration
for designers is whether the symbol and payload sizes ofatpeand the coding scheme are
compatible. A tag with a symbol size ef and a payload size ¢f is compatible with a coding
scheme with symbol size. and a payload size gf. if:

e s.|s; (the coding symbol size must be a factor of the tag symbo);séel
® ScPec = S¢Pt-

To demonstrate the flexibility of this technique a numberading schemes have been devel-
oped and tested within Cantag.

Simple Parity Code

A bit string with n parity bits at the end fulfils the criteria for a rotationaliwariant code:
every rotation of the coded data will also have valid pafitye code symbol sizes() is one bit
(thus making it applicable to all tags), all payload sizes* n) are applicable. A codeword
with n bits of parity is generated from. — n data bits,n parity symbols are appended to the
codeword to give the required parity. This is an example ob@ecthat can only encode an
identifier because the decoded message must be rotateduntilrttie minimal value is found.
However, even 1-bit parity achieves the same minimum hamrdistance as the TRIP code
and the “hamming code scheme” by Zhong et al. and can stosed=srably more data.

Independent Chunk Code

Given a tag with a large symbol size, each symbol may be ceresildas a separate codeword
which is protected by an error-detecting or error-corregtsub-code. The first bit of each
symbol is used to anchor the code: the first bit of the first ylri#set and the first bit of every
other symbol is unset. For example, a square tag of&ize8 has a symbol size of6 bits
and a payload size dfsymbols. A 44-bit payload can be encoded in four 11-bit csuidach
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Figure 3.19: The Independent Chunk Code applied to a tag wigle symbols, each of which
contains an orientation bit and some error protection

symbol on the tag contains one chunk, one orientation bit,sa#-bit CRC sub-code to detect
errors in the chunk of data or in the orientation bit (FigurE33. This code is at least as strong
as the 4-bit CRC used for each symbol; if the designer requiresger error detection then a
different sub-code can be used for each symbol. In the caseeverrors occur evenly over the
tag rather than concentrated in one sector this code sheulakther stronger than a single 4-bit
CRC. The drawbacks of using this code is that four bits of evengl®} are used to get the
same Hamming distance as traditional use of a single 4-bit CRiditidnally a further bit is
required per symbol to orient the code. The advantage oétiieding method is that the code
need not have rotational invariance and so a truncated CRCragsble.

The implementation of this code in Cantag is parameterisesiympol size, payload size, and
the size of the CRC sub-code. The CRC polynomial is selected atitzatty at compile-time
to maximise the Hamming distance of the resulting code [83].

Basic Cyclic Code

Conventional cyclic codes with codeword length equal to thglgad size of the tag may be
immediately applied to marker tags using rotational iraace. Due to the fact that all rotations
of a codeword are also valid codewords there wilpbalid interpretations for the value stored
on the tag. The system deterministically selects one oktlhgsreturning the rotation of the

codeword with the lowest numeric value. This means thatdlgecannot store arbitrary data
because only one inmessages can be recovered correctly from the tag. This isaanpde of

a symbolic identifier code. It is only possible to store a usigdentifier on each tag rather than
storing arbitrary data.

Structured Cyclic Code

The Structured Cyclic Code (SCC) is a more conventional cycliieawith additional structure
that encodes the amount of rotation that the code has unuergdie SCC produces codewords
which encode the degree of rotation they have undergone.id&ynas an example, the string
0123456789, a rotation of four digits produce$67890123. It is then trivial to recover the
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rotation that the string (and thus the original message)uhdgrgone by inspecting the num-
ber at the head of the string. SCC codewords efficiently coenthirs rotation information and
the message data. For full details on SCC the reader is intatednsult the original publica-
tion [116].

Generalised TRIP Code

The coding scheme used in the TRIP system can be adapted fart#ti®nal invariance ab-
straction. The original coding scheme supports tags wsgmabol sizef two bits and gpayload
sizegreater than three symbols—one symbol is reserved for thehsgnization sector and two
for the checksum. The generalised version of the code apianysymbol sizé€s > 1) and
applies am symbol checksum onto amyayload sizep > n + 1). The message to encode
Is treated as a number and encoded with l24se 1 ontop — n — 1 sectors. The checksum
is computed by summing the value of each encoded sector andgsthe result (with base
2* — 1) in the n sectors reserved for the checksum. The remaining sectdted Wwith the
symbol2™ — 1—this is guaranteed to be unique and thus suitable for a sgnidation sector
because the remaining data was encoded with Hasel and so has maximum val@g — 2.

3.5.4 Asymmetric tags

Another approach to solving the robustness problems cadwsedtational symmetry is to in-

troduce an asymmetric feature into the tag design thus fpergiuse of conventional coding
systems. For example, as shown in Figure 3.2(b), the VISKBrauses an off-centre eyelet for
this purpose.

Introducing asymmetric features to a tag design is probliemg&or reliable operation the de-

signer must ensure that the asymmetric feature is strorggjl@nough that the tag’s orientation
IS never estimated incorrectly unless there are so manysdarrthe image that the chosen sym-
bolic coding scheme would also fail. However, the designestalso minimise the size of any

asymmetric features in order to maximise the amount of @al&pace on the tag. Any change
in the coding scheme will also require re-evaluation of tlze sf the asymmetric features.

QR Codes are a popular two-dimensional bar-code that usdieypar pattern on three corners
to orient the tag; an example is shown in Figure 3.1(e). Fdterdnt levels of error correction
are available of which level ‘M’ corresponds most closeljttie level afforded by the SCC-2
code evaluated in the next section. QR Codes are availableniméoer of sizes, the largest
of which has a data area with dimension& x 177 bits. Some parts of the payload area
are reserved for the three orientation patterns. This dizagocan store 18648 bftsvhich
corresponds to a utilisation 60.5%. An instance of the SCC code based on a Reed-Solomon
code giving eleven symbols of separation between codevegpléed to a circular tag with data
area of 155 bits has a utilisation ®%. The primary reason for this is that the area occupied
by the asymmetric features added to the QR Code is dispropatgly large compared with the
error-correction capability of the error-correcting code

Use of symmetric tags and rotationally invariant codes ismathgeous in this respect because
the minimum amount of payload space is wasted in order todsnoatation information. Also,

4Seeht t p: / / ww. denso- wave. coni gr code/ vert abl e4-e. ht m
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Name | Message Length (bits) Hamming distance
TRIP 139 2 symbols

SPC 154 2 bits

ICC 93 2 bits per symbol
SCC-1 141 3 symbols

SCC-2 101 11 symbols

Figure 3.20: Data-carrying capabilities of the evaluatedimg schemes. 155 datacells are
available on the tag

rotationally invariant tags result in the least possiblenpbcation of the computer vision as-
pect of the decoding. The system need only read the data frertag rather than search for
additional features before decoding the information.

3.5.5 Evaluation

The OpenGL test harness was used to evaluate the perfornoéribe new cyclic coding
schemes. A circular tag with 5 rings and 31 sectors was usearty a payload encoded
with each of the proposed rotationally invariant schemes.

e TRIP Adaption of the original coding technique used in the TRIRe&ys 1 synchroni-
sation sector followed by 2 checksum sectors and 28 paykedrs encoded base 31.

e SPC Simple Parity Code: 154 payload cells (not sectors) followed. parity cell en-
coded base 2.

e ICC Independent Chunk Code: 31 independent chunks (one per syodahining 1
orientation bit, 1 parity bit and 3 bits of payload;

e SCC-1Structured Cyclic Code witlf chosen as in a Reed-Solomon code giving 3 sym-
bols of separation between codewords.

e SCC-2 Structured Cyclic Code witlf chosen as in a Reed-Solomon code giving 11
symbols of separation between codewords.

The data-carrying capabilities of each of these codes aemgn Figure 3.20.

The OpenGL test harness was used to render fully facing tagslistance of two tag widths
from the camera. Gaussian noise was injected into the ineagkthe target tags decoded using
the full image processing pipeline. The three possiblelt@fiom each test run are defined as:

e Successful Readthe payload on the tag is decoded and the returned code esatoh
value encoded (a true positive).

¢ Failed Read the payload on the tag fails to decode and so the systenidagsognise a
tag (a false negative).
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Name | Successful Read Failed Read False Read

% | Normalised| % | Normalised] % | Normalised
TRIP | 24.0 215 74.0 66.4 2.0 1.8
SPC 31.0 30.8 46.0 45.7 23.0 22.9
ICC 27.1 16.3 72.6 43.6 0.3 0.2
SCC-1| 55.7 50.7 6.20 5.6 38.1 34.7
SCC-2| 94.0 61.3 6.00 3.9 <0.1 0

Figure 3.21: Error rates for the evaluated circular taggiesi

e False Read the payload on the tag is decoded but the returned code @d@satch the
encoded value, i.e. the error detection built into the cediefeated (a false positive).

Figure 3.21 shows the percentage of frames o010 trials for each code that contained suc-
cessful readings, failed readings and false readings. Bleed values for these percentages
are obtained by multiplying by the proportion of the utiisaddress space. The normalised
value shows how efficiently a coding scheme copes deals witinse Schemes which correct a

lot of errors at the cost of a large reduction is payload wélldenalised compared to schemes
which cause a smaller reduction in payload.

The results confirm that allocating more bits to error cdrgtengthens the code. The SCC-2
shows a particularly high successful read rate due to igelarror-correcting capability. This
redundancy also gives it a false read rate small enoughttif@ted to manifest itself in the
1000 samples. The error-correction ability of the SCC-1 cadesiases the successful read rate
above that of the non-correcting codes at the expense afanirg the false read rate. The
TRIP, SPC, and ICC codes have the same minimum hamming dist&tmeever, the noise
was evenly distributed across the whole image and so the I@€'parity bits acted mostly
independently giving it good false read rate. The TRIP codéitutes the code particularly
unevenly over the tag; this manifests itself in the code’semariable behaviour than the ICC
code—it shows an increased successful readanatkan increased false read rate even though
there is no attempted correction of errors.

A further experiment using the TRIP, SPC, and ICC tests was fpeei using a square tag of
sizel2 x 12 rather than a circular tag. The original description of ti&S ode requires that the
payload size is a prime number. This precludes their use ovaredags for which the payload
size can only be some multiple of four. Further refinementhef scheme has avoided this
restriction [116] at the expense of increased implemematifficulty, computational cost, and
space overheads in the coding scheme. The increased syia#of $he square tag means that
the ICC code is a better choice than the extended SCC. Figursi3a2® the various decoding
rates for square tags which bear out the same trends as foir¢héar tag. This provides some
justification for the viability of performing code seleatin isolation from the actual tag design.
The ICC(square) code presents a better normalised successfisate than the TRIP(square)
code which is contrary to the results for circular tags. Thibecause the ICC code is much
more efficient for tags with large symbol sizes and so itsesgcate is boosted to acknowledge
this. However, the increased symbol size means that thdrbeviewer parity bits embedded
in the code—this is reflected by the increased false readoat€C(square) over ICC(circle).
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Name Successful Read Failed Read False Read
% | Normalised| % | Normalised| % | Normalised
TRIP(square) 12.6 9.5 83.4 63.1 4.0 3.0
SPC(square)| 27.4 27.4 44.0 43.7 28.6 28.4
ICC(square) | 24.0 22.7 70.5 66.6 55 5.2

Figure 3.22: Error rates for the evaluated square tag design

The choice of coding scheme is also affected by the usagasecsrof the final system. Sce-
narios with low image noise enable high utilisation codebeaised with little error detection
capability. For interactive systems, designers might sedo minimise the false read rate at
the expense of a higher failed read rate because users capdied to retry a tag if it fails to
read.

3.6 Back-Projection for Circular Tags

Existing algorithms for extracting three-dimensionabimhation from circular tags include the
“Pose from Circle” method [53] and its subsequent adaptiorife TRIP Adaptive Location
system [35], and Kanatani's method [80]. These algorithmsvd information such as the
normal vector and location of the tag.

The TransformEllipseFull algorithm improves on the “Pose from Circle” method in two omp
tant ways: firstly, the results of the algorithm are unifietbia homogenous transformation
matrix which expresses the full transformation from obmmbrdinates to camera coordinates;
secondly, a number of mathematical ambiguities which exitite original technique that per-
mit a number of geometrically impossible solutions to bewel are resolved.

3.6.1 Algorithm description

The back-projection algorithm derives the transformatiom object (tag) coordinates to cam-
era coordinates. This transformation is derived from ttipsd formed by the projection of

the tag into image coordinates. The algorithm decomposesdhsformation into a sequence
of more simple steps. Each of these transformations isegpdi the viewing camera thereby
altering the projected image of the tag. After the final tfarmeation the viewing camera coor-
dinate frame is aligned with that of the tag and the projeatembe of the tag is that of a unit

circle.

The first transformation rotates the camera such that tipsells aligned with the axes of the

coordinate frame. From this position a second rotation rs/eélé for the camera around the

coordinate axis aligned with the major axis of the ellipsée Becond rotation is chosen such
that the projected image of the tag in this orientation israle€i Finally, a translation and a

scaling is applied to transform the projected image intoitaircle centred in the centre of the

image.
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The perspective transform is modelled by first drawing ragsnfthe origin in camera coor-
dinates ¢ = (z., y., z.)) to each point on the target circle. The projected image eftiinee-
dimensional world is then formed by taking the intersecion these rays with the plane of
projection which, without loss of generality, is assumethéathe plane. = 1. The image of
the circular tag is then a slice through the cone of rays nmfrom the origin to the target. The
physical constraints of the camera prevent this slice frot@rsecting the base of the cone and
so it is guaranteed that the image of the circular tag willbelépse.

The equation of this cone is a simple extension of the origtigse equation (Equation 3.1).
Notice that wher:. = 1 (the perspective plane) the equation reduces to that of rigenal
ellipse:

azx? + brye + cy® + dveze + eyeze + f22 = 0
a b/2 d/2 Te

[:r;c Ye ZC} b/2 ¢ e)2 ye | = c'Cec = 0
d/2 e/2 f Ze

The process aims to find a sequence of transformations ty apffie perspective plane so that
the slice through the cone is a circle. The equation is firstifreml to incorporate an orthogonal
transformatiorR; consisting of the normalised eigenvectorgbarranged in rows:

€1
R1 = €9
€3

R, is an orthogonal matrix and 8] = R; "
c'(R{'R))C(R'Ry)c = (Ric) 'RiCR{ (Ric) = c;Crcr =0

Matrix Cp is thediagonalisationof C—the leading diagonal consists of the eigenvalue€ of
and all other elements are zero. ApplyRg to the coordinate frame yields a second coordinate
frame ), in which the equation now determines an ellipse with itgamand minor axes
aligned with the newt- andy- axes and the new-axis running through its central point. This
Is evident because the diagonal maftlx will only provide non-zero coefficients for terms of
a single variable in the ellipse equation.

A simple rotation of this coordinate frame parallel to thganaxis of the ellipse will yield the
original circle. Note that a rotation parallel to the minarsawill also yield a circle. However,
this circle is not a possible geometric source of the pregtehage. The projection of a circular
tag as it is tilted away from the camera is that the image otttee remains the same width
along the axis of rotation and is shortened along the perpelad axis.

The original ellipse equation is only defined up to a scaléofaand the signature (the balance
of positive and negative eigenvalues) of the ma@ixvill be (2,1) [80] i.e. one eigenvalue will
have the opposite sign to the other two. This allows norraatia of the matrixC so that it

is has one negative eigenvalue and two positive eigenvaliles eigenvalues are now ordered
such that\; > X\, > 0 > A3. This guarantees that the major axis of the new axis-alighigse
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will lie along they-axis. This is becausg/\; and1/)\, correspond the lengths afaxis and
y-axis respectively. The largestagnitudecorresponds to the major axis.

Arranging that the first eigenvalue is larger than the sedwaslensured that the major axis
of the ellipse is aligned with the newaxis in the coordinate frame. Consider a circular tag
which is rotated around the horizontal axis. The resultmggded ellipse will have its major
axis along the horizontal and its minor axis along the vatticThus, the coordinate frame
rotation required to go from the axis-aligned ellipse to¢hreular tag must be about the major
axis of the axis-aligned ellipse. The original method ps®zbby Forsyth and subsequently
used in the TRIP Adaptive Location system required that tigereialues are in increasing
order but neglected to normalise the mat@ix The intention was to align the major axis of
the ellipse with thgj-axis. However, if one of the eigenvalues happened to bege laegative
number then the major axis was aligned with thaxis instead—this resulted in a rotation of
the axis-aligned ellipse about its minor axis which is noabovmodel of the perspective effect.
Another possibility [80] correctly deals with the sign ofetieigenvalues but it subsequently
proves impossible to calculate the angle of rotation reglirecause the derived equations have
non-real-valued solutions.

The previous step has simplified the ellipse equation to tidwe svhere a simple rotatiofR{)
about they-axis will provide another coordinate systenyf) where the equation is that of a
circle, i.e. the coefficients of the. .., andy,,,,, terms will be equal.

(Racg) "RyCrR (Rocg) = 0
cost 0 sinb A 0 O cosd 0 —sind

Chp 0o 1 0 0 X 0 0o 1 0 crr = 0
—sinf 0 cos 0 0 Xs sind 0 cosO

This equation specifies an ellipse. However, by suitablécehaf 6 it can be arranged that the
coefficients forr.,,, andy,,,, terms are equal, yielding a circle rather than an ellips@aBring
the above equation, setting theandy terms equal, and solving féryields:

[ Ae—N
0 = +tan~!
an N

The original requirement that; > A\, > 0 > A3 guarantees that this expression always yields
a real value. There are two possible valuesfathese are due to a fundamental ambiguity in
that a tag tilted away from the viewer will yield the same pated ellipse as a tag tilted, by the
same amount, towards the viewer (Figure 3.3). The additinf@amation required to solve this
ambiguity must come from elsewhere in the image. RotatiomicestR,; andR, now almost
suffice to define thposeof the circular tag.

The key problem in the original algorithm at this point is daeambiguity in the eigenvectors
that make u@R,. Forsyth’s algorithm calls for the eigenvectors to be ndiged (unit magni-
tude) but this leaves the direction of the vector ambigudins means that the algorithm as it
stands will unpredictably introduce reflections in the sfanmation matrices. One manifesta-
tion of this is that the calculated normal vector of the talj point in the opposite direction to
the one expected. The sign of each eigenvector varies depeagon numerical quirks in the
routines used to find the eigenvectors of the original ma#kpplying the two transformations
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to the unit normal vectof0 0 1) demonstrates that theaxis component of the third eigenvec-
tor must have a value less than 0 in order for the normal véatooint towards the camera. The
direction of the eigenvector should be set to ensure this. dtso important to ensure that the
matrix R; does not include any reflection of theor y-axes. This can be achieved by checking
the determinant of the whole matrix. A determinantdfindicates that the matrix incorporates
a reflection. This can be compensated for by changing thetatireof one of the eigenvectors
(corresponding to the or y eigenvalue).

In summary, the steps for normalisiity are as follows:

1. If the z-axis component of the third eigenvecteg)is greater than zero then multiply the
entire eigenvector by-1;

2. If |R4| = —1 then multiply the first eigenvector by1.

The pose of the tag does not provide enough information toesstully read data from it.
Geometrically, this process finds a rotation of the cameisavalxich results in the imaged ellipse
appearing as a circle. The complete transformation mussfiwam the imaged ellipse into the
unit circle. To achieve this a scaling and a translation alongrtagis must be incorporated,
the parameters of which can be found by multiplying out EigmaB.2 and substituting fof
(notice that ther andy terms in this equation are the same due to the choiéeabbve):

crrR2CrRycrr = 0 (3.2)
A 0 —« Tepn
[ Legrr  Yerr  Pcrr } 0 )\2 0 Yerr = 0 (33)
—a 0 B ZerR
V(A= M)Az — ) = «a (3.4)
A(A2 = A1) + A3(As — o)
= 3.5
Az — A1 b (3.5)

Simplifying and completing the square in Equation 3.3 \sdilde translatior, and the scale

factors:
2 2
_a > _ 1 o7
(‘%CRR )\2) + yCRR )\2 ()\2 6)

(xCRR - tCC)Q + ng,R, = 32

Repeating this derivation for a value-eb shows that if this value is selected for the pose of the
circle, the translation along theaxis must be in the opposite direction also. Intuitivelistis
because the rotation has moved the centre of the circle ioghesite direction to before. This
gives the final transformation in four-dimensional homagmrs coordinates:

T, s 00O 1 0 0 =+t Tt
ve | | RiR2 |0 0 s 00 010 O Ui
ze | [ 0 1 ] 0010 001 0 2
h. 0 001 0 00 1 1

The image coordinates are thus (x;,y;) = (2¢/2¢, Ye/ 2c)-
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Figure 3.23: ComparingransformEllipseLinear to TransformEllipseFull for Circlelnner (left)
and CircleOuter (right) tags

3.6.2 Evaluation

The three-dimensional tag transformation shows significaprovement when attempting to
read a tag over existing techniques using the linear petispepproximation. Figure 3.23
shows the maximum angle of inclination for which the tag dosuiccessfully be decoded for
decreasing tag size in the image. ThensformEllipseLinear algorithm (which closely ap-
proximates the approach used in the TRIP location systeniyrpes poorly compared to the
TransformEllipseFull algorithm. When a tag is close to the cameraTra@sformEllipseLinear
algorithm fails at large inclinations due to the high pertpe effect (as predicted in Figure
3.14). Figure 3.24 compares the performance between squodreircular tags. The superior
performance of the square tag arises from the differenceéesid shape between the datacells
on the square and circular tag designs. The limitations acking which arise from datacell
geometry are investigated in more detail in the next chapter

3.6.3 Resolving pose ambiguity

The ellipse ambiguity problem means that thansformEllipseFull algorithm produces two
possible valid transformations for the imaged ellipse. rélee a number of possible methods
for selecting which of the two transforms is correct usindiidnal information in the image.

Location test

The TransformSelectEllipse algorithm chooses between the two possible transformstign
estimating the location in camera coordinates of the carititee tag for both options (the outer
edge estimates). These estimates are subsequently cahtpabee possible locations of the
transformations for the inner edge of the tag bullseye §thei edge estimates). The transform
with corresponding outer edge estimate which minimise<ididean distance to one of the
inner edge estimates is selected as the preferred candidate
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Figure 3.24: Tag decoding performance of square and cir¢atgs: Square and Circlelnner
tags (left), and Square and CircleOuter tags (right)

Error-of-Fit test

The TransfomSelectEllipseErrorOfFit algorithm utilises both transformation possibilities & e
timate a number of points which should lie on the inner byksellipse. An error-of-fit value
is computed from the proximity of each set of predicted poiot the inner bullseye ellipse.
The transformation which produces the smallest errortofdiue is selected as the preferred
candidate. Various functions have been proposed for ewadune quality of fit of a point to a
target ellipse [120]. These provide various approximatitithe Euclidean distance (which is
expensive to compute). Cantag allows the system designeleict $he error-of-fit function and
a choose an aggregation method (mean, mode, or maximum) wallecting the results from
the hypothesised points into a single score for the careltdansform.

Known point prediction

Another possible approach is to generalise the technigegtinghe TRIP location system [36].
Known point prediction in the TRIP system utilises a greylsarner finding algorithm to
find the image (pixel) coordinates of a particular cornerhaf synchronization sector. Each
candidate transform is used to produce an estimate of ting @od the candidate producing the
most proximate estimate is selected.

The first problem with this approach is that there is no guaeathat the particular corner of
interest will actually exist. The particular point of inést is specified to be the outer-corner,
moving in a clockwise direction. The sector adjacent to tuistains part of the data payload
and so can have an arbitrary value (the TRIP coding schemesisrsgtic). However, if the
value of the sector happens to bé&he TRIP coding scheme uses ternary symbols), then there
will not be a visible corner because the datacell will obsaur

Secondly, there is no guarantee that the two possible @stfar the candidate point will differ
by a significant amount. The pose ambiguity of an ellipse pced two candidate transforma-
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tions which are self-similar up to a rotation. If the synafigation sector (and hence the corner
point) happens to lie on this axis of rotation then it will ey very little displacement.

3.7 Summary

This chapter has introduced Cantag, a computer vision syg&iernacking fiducial marker
tags. Cantag is designed for transparent operation by exgptisé intermediate values which
contribute to a chosen result. This provides important bisni®r dependability by allowing
easy investigation into erroneous results. The ComposégErdss demonstrates a particular
implementation strategy for transparent operation usngplate meta-programming in C++.

The integrated OpenGL test harness in Cantag has been useti¢veaa reliable software
implementation. Its use has also highlighted algorithregues with some of existing MBV
approaches. These issues highlight the difficulty in priogich reliable system both in terms of
producing an error-free implementation and in acquirin@®aor-free specification.

Current symbolic coding techniques for data on fiducial matkgs are weakened by the rota-
tional symmetry present in many designs. Rotational inmaggprovides a useful abstraction
for designers by permitting the robust application of erggtoding systems to marker tags.

A full three-dimensional back-projection algorithm forailar tags has been described. Its
superiority to current techniques for decoding tag data deasonstrated using simulation. A
comparison of this algorithm to the performance of squagedsigns shows that square tags
still demonstrate superior reading performance. Thislrésinvestigated in more detail in the
next chapter in the course of considering the fundamemtatito the performance of a location
system.

77



78



Chapter 4

Algorithmic Dependability

Sensor data are inherently an approximation of the enviemtahinput and thus, to some degree
or another, all location systems have limitations to thenfgrmance and accuracy.

This chapter describes the use of Cantag for investigatmgeinformance of vision-based loca-
tion systems. A number of measures for assessing the penhwerof tag designs and tracking
algorithms are introduced. Firstly, an information thewreiew of the image’s content is re-
fined to definesample strengtha metric expressing the readability of a tag. An algorittom f
estimating this metric from the recorded image is preseanedustified. The location accuracy
of the tracking process is examined for various processpigies both in simulation and with
real-world data. Dependable processing pipelines ardifaihbased on their agreement with
the theoretical and simulated models of the system.

4.1 Specifying Performance

Concepts such as tmeinimum performance levgl2] specify an upper bound on the location
error of an entire deployed system as a scalar value. Sysispdsicing sightings with non-
Gaussian distributed error cannot be acceptably summndanigk this technique. For example,
in Cantag, the pose ambiguity problem results in a bimodatibligion of error for the recov-
ered pose of a tag. Figure 4.1 shows the results of a simnlati€antag using the OpenGL
harness. The error in the normal vector of the tag’s poseas/stagainst increasing tag incli-
nation for tags held in the centre of the image at variousadcss from the camera. Not only
is the error bimodal and hence poorly summarised by the mieaGaussian distribution but it
Is also dependent upon the physical orientation of the tagluBion of either of these factors
results in an error value which is grossly pessimistic fernjority of the system coverage.

Other researchers have suggested the use of probabilitipdi®ons to show the uncertainty
of location sightings from a system [7]. This representatgocapable of expressing arbitrarily
complex error distributions. However, these results miisinostill be parameterised over the
current geometry of the tracked objects. The task of degiand justifying these probability
distributions is non-trivial for complex systems.

The alternative to this approach taken here is to deriveiosatihich describe specific aspects of
system performance derived from the tracking procesd.itBadfining metrics with reference

79



180

160 |- FERA
140 .
120 * _
100 —
80 et -
60 |- .

Error in normal vector (degrees)

40 ot -
20t .
o bl 1 1 1 1 Ll

0 10 20 30 40 S0 60 70 8 90

Tag inclination (degrees)

Figure 4.1: The error in the tag’s normal vector is bimodal

to the raw sensor data and the particular processing digusitaids in the identification of
significant contributing factors to the metric. For examihe affect of physical tag orientation
on the error in the pose estimate (shown in Figure 4.1) isigiadale due to the ambiguity
evident in the back-projection algorithms (Section 3.6).

4.2 Features of the Camera Model

There are numerous variables and factors describing tHegooation of a Cantag pipeline and
affecting its operation. However, the effect of alteringeaf these values is often correlated
with changes to some of those remaining. This section ddtal model used for the operation
of the camera and describes the quantityuliftag sizewhich unifies many of the correlated
factors.

A pin-hole model of operation is adopted for the camera arabing system. In reality, effects
such as lens distortion have a significant effect on the fmalgie but it is assumed that these
have been be corrected using the camera correction alg@rdiscussed in the previous chapter.
All distance measurements are given in units of tag widthie tag is10cm wide then there
are10 units in a metre.

The distance between the tag and the camera is inverselpmiaml to the size of the tag in
the image. Figure 4.2 shows a top-down view of a tag parall¢he camera. The width of
the projection of the tag is/z and the total width of the camera’s field-of-viewAsan(6/2)
spread overR pixels. The number of pixels occupied by the projection ef tidg ism}fm).
Thus, the distance between the tag and the camera is inygregdortional to the size of the
tag in the image. The constant of proportionality incorpesahe field-of-view of the camera

(9), the physical size of the tag (nits of distance) and the pixel resolution of the camé¥a (

Tilting the tag with respect to the camera will change ite sizthe image. In order to retain the
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Figure 4.2: Tag size is inversely proportional to distarroenfthe camera

Resolution | Field-of-view | Full Tag Size| Distance
(pixels) (degrees) (pixels) (unit)
2614 x 1958 52.0 50 53.6
2614 x 1958 52.0 100 26.8
752 x 480 62.9 50 12.3
752 x 480 62.9 100 6.2
352 x 288 44.8 50 8.5
352 x 288 44.8 100 4.3

Figure 4.3: Full tag sizes for a number of example cameragordtions. Distance is given in
units of tag width

proportional relationship with the distance from the caartbe quantity ofull tag sizeis more
precisely defined as the number of pixels that the imaged tagdroccupy in the image if it
were to be parallel to the camera in its current position. Resuoted with respect tiull tag
sizemay be understood without reference to a particular camelens configuration. Figure
4.3 shows some exampiell tag sizedor a selection of cameras.

A comparison between square and circular tags based on Ithadtisize is effectively com-
paring tags with the samounding boxesather than tags which occupy the saamea This
gives an advantage to square tags which fully utilise theatlimg box of the tag. If comparison
based on area rather than on bounding box is required thealefactor must be applied to the
full tag size. Equating the occupied area of a square tagfuitltag sizes and a circular tag
with sizec yields:

s = m(c/2)?
2
ﬁs = c
i ~ 1.1
NZS

This means that, if an area-based comparison is requiregljaes tag with size should be
compared to a circular tag with sizels. The comparisons that follow utilise only the full tag
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(z tan(0) + w, z+h)

Figure 4.4: Tag size with fixed orientation for positionsrajca ray. The tag size is linearly
related to the inverse of the distance from the camera

size without applying an area-based correction factor.dgwgsion is motivated by a number of
observations. Firstly, it is often the case that the sizéetag which is deployed in the environ-
ment is limited by the object it is attached to. This objectirhe larger than the bounding box
of the tag in order to guarantee that the tag can be attacleedn8ly, it is often the case that the
separation between the circular and square designs is ngmiéicant than the required scale
factor. In the following comparisons between square ancutar tags this correction factor
would have the effect of moving the results for the two desigoser together by0%.

Figure 4.4 shows a tag with an arbitrary inclination posiéid relative to a ray emanating from
the camera. The centre position of this tag iszatin 0, z) and the corner position {g tan 6 +

w, z + h), w, andh are constants which encode the orientation and size of theltze size of
the projected image of this tag is therefore:

(ztan9+w_ztan0—w) _ w — htan @.1)

z+h z—h z+h?/z

This result shows that, for a particular fixed inclinatios &pecified byv andh) when the size
of the tag is small compared to the distance from the caniéra (=~ 0), the inverse of the tag
size varies linearly with the distance from the camera asafaes moved along any particular
ray. This fact is used in the next section to justify the usén&far interpolation on quantities
linearly related to the tag size.

4.3 Sample Distance

Successfully decoding the data stored on a tag becomes nfficaldas the size of the tag
decreases in the image. A fundamental upper limit on reameance of the system may be
established by considering tkample distanctor each datacell on the tag. The sample distance
for a datacell refers to the minimum distance from the pitapecof the cell’s centre to the cell
edge. Figure 4.5 shows the sample distance for all the dtaddehree example tags. The
radius of the circle drawn in each cell shows the sample mistdéor that cell. Comparison of
the first tag (with2 rings andl8 sectors) and the second tag (W2things and24 sectors) shows
the sample distance vector (where the circle interceptddtecell edge) changing from a radial
direction to a tangential direction as more sectors arecdde
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Figure 4.5: Sample distances for three example tags. Thesratleach circle shows the sample
distances for the containing datacell

/ cell width =w
sample rate = 1 sample/pixel
cell frequency (f) = L. %

w
¥ . A .
sample distance = -5~ >1 pixel

2

Figure 4.6: Analogy to the Nyquist-Shannon sampling limit

If the sample distance for a datacell is less than one pixai there is the possibility for the
system to read the value of an adjacent cell rather than tgettaell and for a bit-error to
occur. This situation is analogous to the Nyquist-Shanaomding theorem which states that a
discrete representation of an analogue signal is only plessthe highest frequency component
of the analogue signal is less than half the sampling rate si@ena stream of datacells each
with a width of w pixels. The frequency of these cells is therefoyer cells per pixel. The
sampling rate id sample per pixel and so the sampling theorem requireslthat< 1/2 or

w > 2. This corresponds to sample distancé gixel (Figure 4.6).

If the sample distance is not greater thHapixel then a bit-error can be introduced into the tag
payload. If an error-correcting code has not been used diaghiben the tag will fail to be read

successfully after the first bit-error i.e. a failure is esjgel when the smallest sample distance
for any datacell on the tag falls topixel. The smallest sample distance for any datacell on the
tag is referred to as thminimum sample distance

Figure 4.7 shows how a tag with minimum sample distance kel (cell width of 2 pixels)
will alias onto a pixel array at 45 degrees. The positionshefitleal sample points (shown as
filled circles) show that there is still sufficient informatiin the image to recover the data.

The minimum sample distance will vary linearly with the stfehe tag in the image. The dis-
tance such that the minimum sample distance is 1 pixel canin@ated by exploiting the fact
that tag size is linearly related to distance from camerai@ign 4.1). A number of minimum
sample distance values (at significant distance from theecanmay thus be combined by lin-
ear interpolation to discover the distance from the camdrarathe minimum sample distance
is 1 pixel—this is referred to as thaterpolated sample distanc&he full tag size when the tag
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Figure 4.7: Pixel aliasing affect on minimum sample dise&anc
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(a) Original TRIP Tag (b) Cantag equivalent

Figure 4.8: Approximating the original TRIP tag design

is positioned at the interpolated sample distance is ®der as thénterpolated tag size

4.3.1 Circular tag design

The sample distance measure provides a means for quagttfyendata-carrying aspect of the
tag design. Tag designs with a large sample distance measueasier to read than designs with
a smaller distance. Figure 4.8 shows the Cantag equivaléme airiginal TRIP tag design [35].
Cantag does not require a gap between each data ring and stesigs has slightly thicker
data rings than the original TRIP tag. Figure 4.9 shows therpatiated tag size for the TRIP
tag design. The interpolated sample distance resultimg the best performing combination of
rings and sectors was recorded for increasing payload $imgenest. For example, for small
payload sizes two ring tags provide the best performanceveMer, if the desired payload is
not a multiple of two then it is not possible to use a two ring énd so other, less efficient,
options must be used—this is the reason why it is occasipsgaitable to select a three ring tag
at the low end of the graph.

The flat portion of each curve corresponds to payload sizewffiich adding additional data
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Figure 4.9: TRIP tag interpolated tag size for increasindqeaysize

causes no change in the interpolated tag size. For exanggle;,ding to this model the perfor-
mance of a 68-bit, four ring tag is expected to be the samesgsatiormance of a 120-bit, four
ring tag. As the minimum sample distance is a worst-caseitnieis possible that the 68-bit
tag would perform better in reality for some proportion o time. For these tags the radial
distance between rings is much less than the tangenti@ndistbetween sectors. Therefore
the addition of another sector to the tag does not reduceathels distance because the radial
distance remains the limiting factor. The original TRIP deswith 2 rings and 8 sectors could
have been extended to contain 2 rings and 17 sectors withotifising the ability to decode
the tag.

These observations may be utilised to provide a systemaansifor selecting the proportions
of the tag to allocate to the data bullseye. The ideal layauld/produce datacells with equal
distance from the centre of the cell to any edge. For a cir¢catg the best approximation to this
is to equalise the radial and tangential distances for th& ¢énfortunately, this is not possible

either because the cells on the outer rings have greatex sazie than cells on the inner rings.
The best choice is to equalise the radial and tangentiatherigr the cells on the inner data ring
because this will ensure that the radial width of each datgig as small as possible. This, in
turn, minimises the radial width of the sectors on the inneg.rif instead, one were to equalise
the two sizes of the outer data ring this would result in adaxgidth for each data ring, which

would in turn move the inner edge of the data ring closer tactrre of the tag, which would

result in reducing the radial width of the cells on the innatadiing making them harder to read.
Since the inner data ring cells are the limiting factor ontdgethis is obviously a bad choice.

The minimum sample distance measure which forms the basieeahodel used for this opti-
misation argument does not take into account the size ofaiget bullseye when tracking the
tag. Successful designs must seek to maximise the sizesofethiure in order to improve the
chances of the system even noticing the tag in the first plalce.requirements of the optimal
tag design are therefore as follows:

85



di do di do
(a) Tangential Distance (b) Radial Distance

Figure 4.10: Tangential and radial size calculation

1. The design should maximise the minimum sample distandeeadatacells;
2. The design should maximise the size of the target buljseye

3. Separation between the edges of the payload area andgkee ballseye should be the
same size as the datacells.

This final requirement arises from the need to ensure thaathjeting features of the tag do not
merge into the data area of the tag in the acquired image.aksamed that if the tag is to be
successfully read the system must be able to distinguishrssaof the size of a single datacell
and so distinct features on the tag should be given, at ld@separation.

It is now possible to derive the optimum choicebofb,, d;, d, for a given number of rings-§
and sectorss| for each type of circular tag design. These values are gagea proportion of
the entire tag size—a value dpfindicates that the feature occupies the entire radius dfipe

Figure 4.10 shows the calculation of the radial siz@ &nd the tangential sizé,] of a datacell
dependent upon the size of the data ringgi(,) and the number of rings and sectors).

5, = Jo—di (4.2)
2r
5, = (di 4 o= d")sinf 4.3)
r S
The radial and tangential distances are balanced by séitiag,:
d, — d; d, — d;
o — i _ (di 4L ’)smz (4.4)
2r r s
d d; d ;
fo % _ gisint 4 Login” isinz (4.5)
2r  2r s 2r s 2r s
do T . m sint 1
% (1 — smg> = d; (smg 3 + §> (4.6)
bty (4.7)
°(2r —sin®+1 '
1 —sinT
a = - (4.8)

(2r —1)sinT + 1

The quantitya defines the optimum ratio between the outer and inner edgé® afata area.
This scale factor provides sufficient information to deryeb,, d;, d,, andw (the width of an
individual data ring) for each of the three types of circuéay.
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Optimal Circlelnner tags

Circlelnner tags have the target bullseye entirely insided#ita payload area of the tag. The
following constraints derive the width of each individualtd ring (v) to create a bullseye
with maximally large radius for both the innérX and outer §,) edges whilst maintaining the
minimum feature size.

d, = 1 (4.9)
d = ad, (4.10)
w = %(do—di) (4.11)
bo = di—w (4.12)
b = b,—w (4.13)
bi 2 w/2 (4.14)

If the resulting value fob; is less thanv/2 then the innermost edge of the bullseye circle is
deemed too small for recognition. In this situation it is possible to generate an optimal tag
layout for the chosen combination of rings and sectors.

Optimal CircleSplit tags

CircleSplit tags have the data payload area overlaid on tdpeofarget bullseye. This layout
maximises the radius of the outer bullseye edge and plaeesuter edge of the data ring as
close as possible to this.

by = 1 (4.15)
dy = 1—w (4.16)
di = od, (4.17)
w o= %(do—di) (4.18)
= %(1—10)(1—04) (4.19)
r -1
= (=—=+1) (4.20)
by > w/2 (4.22)

Again, if b; is less thanv /2 then there is no optimal layout available for the chosen doatlon
of rings and sectors.
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Optimal CircleOuter tags

CircleOuter tags have the target bullseye completely ogithid data payload area.

bo = 1 (423)
b = by—w (4.24)
dy = bi—w (4.25)
d = ad, (4.26)
w = %(do—di) (4.27)

_ %(1—a)(1—2w) (4.28)

= (1_a+2> (4.29)
4 > w2 (4.30)

The width of each data ring«) forms a progression between tag designs. It is not clear; ho
ever, how (or if) this progression might be continued forestbircular tag designs.

. -1 , -1 . -1
(l—a + 0) (l—a + 1) (1—a + 2)

Circlelnner CircleSplit CircleOuter

The minimum sample distance a the Circlelnner tag is shownguar€ 4.11. Significant im-
provement is shown over the performance of the original TRUt (Figure 4.9). The flat
regions of the performance curves which were evidencedéyRIP tag design are no longer
present. A tag at the beginning of one of the flat regions has#ime performance as tags
with more data bits and the end of the region. This means lieataty at the beginning of the
flat region was not making the most efficient use of the avkaldata space—fewer datacells
should allow more space for each cell and thus increase thienmm sample distance.

As expected the interpolated tag sizes of the CircleSplit@incleOuter tags are inferior to the
sizes for Circlelnner tags. Figure 4.12 compares the pedonom of the Circlelnner tag with
the CircleOuter, CircleSplit and TRIP tags. Negative valuescete that the tag of interest
had a larger interpolated tag size (and thus poorer perfuze)ahan the Circlelnner tag. The
CircleSplit tag requires a tag approximately four pixelgérthan the Circlelnner tag and the
CircleOuter tag requires a tag eight pixels larger than thel€nner tag. This is because, at
the smallest size the radius of each ring of the tag wil2lpexels (corresponding to a sample
distance ofi pixel). Thus, for a given minimum size of a Circlelnner tag #guivalent Circle-
Split tag must have an additionapixels all the way round the edge for the outer black border.
This increases the width bypixels. The CircleOuter tag has a white ring followed by a klac
ring around the data area and so incurs an additibpatel cost.

Figure 4.12 also compares the Circlelnner tag to the perfocmaf the original TRIP tag
design. The designs periodically converge at the pointsevtiee Circlelnner design selects
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Figure 4.11: Interpolated tag size of Circlelnner tags aggayload size
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Figure 4.13: Comparing Circlelnner and Square tags

the same value for the bullseye inner radius as used by the fElgIFHowever, it can be seen
that the variation in performance grows (at an approximdiatar rate) as the payload size
increases.

The minimum sample distance indicates that the highesopeimfg circular tag designs opti-

mally balance the radial and tangential sizes of the ddsac@halysis of the design used in
the TRIP system suggests that the tag could have incorponsdeg more datacells without

any drop in worst-case performance. The optimised laycwarse consistently performs better
than the static fixed tag layout used in the TRIP system.

4.3.2 Comparing square and circular tags

The minimum sample distance measure can also be used tongaghtiinto the relative per-
formance of square and circular designs. Figure 4.13 caespaterpolated tag size between
the Square and Circlelnner tags with increasing payload skzar a square tag, the addition of
another datacell entails moving fromx n to (n+1) x (n+1) rows and columns. This causes a
linear decrease in the size of each cell because the tagsasplit inton + 3 portions rather than
n + 2 (recall that the 2 border cells are used for the localisaature of the tag). However,
the linear decrease in cell size results in a quadratic &aserén the payload size—this explains
the quadratic shape for the Square payload sizes. The Swgpositperforms the Circlelnner
tag due to its more efficient use of the available tag areattoimg the payload. The results
compare designs with the same width rather than designshdthame area and so square tag
designs have an initial advantage because they fully octhgpgllocated space.

Figure 4.14 shows how the minimum sample distance variesdoous orientations and po-
sitions of a tag. The tag of interest was moved along the @y fihe camera origin through
the centre of each of nine portions of the image. For eachiragata in the figure is parame-
terised ovep and¢ which describe the angles between the normal vector andithera vector
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Figure 4.14: The effect of position and pose on interpolésgdsize for Circlelnner (left) and
Square (right)

(0,0, —1) in thex andy directions respectively. The value at each point on thelgigghe in-
terpolated tag size. The smaller the interpolated tag Bzsmaller the tag can be made before
it cannot be read and hence the easier the tag is to read. Tine §igows data for a Circlelnner
tag with 48 bits (2 rings with 12 sectors) and a Square tag witk bits (rotational invariance
means that the centre datacell of thews and columns cannot be used). It can been seen from
the figure that tags positioned off-centre to the camera aseeeto read when tilted towards

it than when fully facing. As predicted from the curve in Figu.13 the Square tag performs
better than the Circular tag by generally being readablerf@ller interpolated tag sizes.

The effect of the shape of the datacells is evident in the \Wwaythe performance of the tags
drops off as the tag inclination is increased. The high degfeotational symmetry possessed
by the Circular tag means that when the tag is in the centreeofntiage the degradation in
performance is only dependent upon the angle between theahwector and the camera vector.
The square tag is more directionally sensitive; the squdge< of this shape are due to the
fact that tilting the tag in the: direction will reduce all the cells in the far edge row in size
Subsequently tilting in the direction will not reduce the minimum distance of these<aiitil
the tilt exceeds that applied in thedirection.

These results show that square tags are easier to read tbalaiciags even when the tag is not
fully facing the camera. However, the higher level of symmpat the results for the circular
tag are an important feature from a dependability pointiev. A dependable system should
have predictable behaviour and so the fewer variables nfflaence the tag’s performance the
better.

4.3.3 Error-correcting coding schemes

The use of rotational invariance has allowed the applioatibcyclic coding techniques to
fiducial marker tags. This permits the introduction of erorrecting codes to the tag design.
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Figure 4.15: The number of unreadable datacells for sel@atginclinations

In addition to compensating for image noise it is possibé émror-correction techniques might
also correct errors from misread datacells caused by thég@oand pose of the tag. Sample
distance allows a quantifiable examination of this hypadthes

Figure 4.15 shows how the tag size affects the number of elhtrcors for a number of pos-
sible orientations for 48-bit Circlelnner (left) and 48-Bituare (right) tags. Both square and
circular full facing (O degrees) tags transition from noad&tl errors to complete failure (all
cells invalid) in the space of less than one pixel of tag sizehis situation an error-correcting
code will be of little benefit. The rate of decay in the numbledatacells successfully read falls
as the inclination of the tag increases. For circular tagede capable of correctinig bits of
error would improve the minimum tag sizeGdegrees by approximatelypixels. Square tags
show a less significant gain—the same error correction ordgyres a gain of approximately
1 pixel.

Figure 4.16 shows, for each datacell on a tag, the full tag sich that the sample distance
is 1 pixel. The figure shows the pixel size for a square and a @rdialg held in the centre
of the image with various orientations. This diagram inthsathe systematic nature of the
data errors. Rotational invariance requires that circags must be read radially; recall Figure
3.16(b). Therefore, these errors manifest as burst emadisei sampled data. Coding schemes
such as Reed-Solomon codes (used for CDs and DVDs) cope wRlthése sorts of errors.
The distribution of errors on square tags is such that the oalthe edge of the tag tilted away
from the camera perform least well. As shown in Figure 3.@&tronal invariance permits two
possible read orderings for square tags. However the oiglernich reads the edges of the tag
sequentially is therefore preferable.

4.3.4 Implications for system deployment

The upper performance bound given by the minimum samplertistallows designers to make
estimates of the expected coverage of a given deploymensyétam. This measure answers
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Figure 4.17: Sample error between the ideal and estimateplegoints

the question as to whether a particular set of requiremertde met. It also allows a set of
tag position and poses to be ranked in terms of ease of readllag, the larger the minimum
sample distance the more robust the system is expected to be.

However, due to the abstract nature of the model it is expeti effects due to the choice of
processing algorithm and image noise will mean that the muna sample distance is only a
bound on performance.

4.4 Sample Error

The sample distance measure gives a theoretical indicattoe anargin for error when sampling
the data on the tag. It is also important to consider a furtjuamtity: sample error When
attempting to read the value of a particular datacell, tiepda error is the distance from the
ideal sample point to the sample point estimated from thgemaocessing result (Figure 4.17).
If the sample error exceeds the sample distance for a plantidatacell then it is possible to read
an incorrect data value.

Sample error summarizes the performance of the algorithrtisei image processing pipeline.
A pipeline incorporating robust, noise tolerant, accuadgerithms will produce smaller sample
errors than more lightweight processing options. teximum sample errdior a tag is used
to summarize the worst-case performance.

Figure 4.18 provides a comparison between the sample ezrived from theFitEllipseLS and
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Figure 4.18: Maximum sample error froRitEllipseLS (left) andFitEllipseSimple (right)

FitEllipseSimple algorithms for a Circlelnner tag. The image of a tag held indéetre of the
image was synthesised (using the OpenGL image source)di@asing distance from the cam-
era and varying rotation about the tag’s vertical axis. Tharé shows the full tag size on the
vertical axis and the tilt of the tag along the horizontale FitEllipseLS algorithm shows much
less variation in sample error than thigEllipseSimple algorithm. The datacells on a Circleln-
ner tag lie outside the bullseye contour which is used foogadion. Thus, estimation of the
sample point for each datacell requires an extrapolatiom fihe original contour. Decreasing
the distance from the contour to the datacell will also daseethe absolute error in the esti-
mated point. This explains why it is possible for the errordmain roughly constant for the
FitEllipseLS algorithm despite the increasing distance from the camasahe tag reduces in
size the estimate of the contour from the image will becorse &ccurate due to pixel trunca-
tion. However, the reduction in size also decreases thardistbetween the contour and each
datacell. The-itEllipseSimple algorithm is more susceptible to the errors from pixel tatren
and so this effect dominates the result. It can also be se¢nh@FitEllipseSimple algorithm
performs more poorly for a tag fully facing the camera (0 éegttilt) than for a tag with a slight
tilt applied. This is due to the nature of the algorithm whegfarches for a major and minor axis
of the hypothesised ellipse—a problem that is ill-posedfoircle.

4.5 Sample Strength

The sample strengtlis defined as the minimum sample distance minus the maximunplsa
error. If this quantity is positive (i.e. the distance fronetsample point of any datacell to the
cell’'s edge is greater than the maximum error in estimatiegsmple point) then it is expected
that the tag will be read successfully. The sample stredgthiadicates the degree of tolerance
that the particular situation has to other errors which atemodelled (such as camera distortion
and lighting artefacts). Configurations with a large sampkngith are expected to be easier to
read than those with a small sample strength. If the sam@agih is below zero then there is
not sufficient information in the image to decode the tag éne¢he most favourable conditions.
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Figure 4.19: Sample strength BitEllipseLS (left) andFitEllipseSimple (right)

Figure 4.19 shows the sample strength for HEit€llipseLS and FitEllipseSimple algorithms.
The region surveyed is the same as in Figure 4.18. Convergdlyet previous measure, a
large sample strength indicates good performance of theepsing pipeline. Despite having
relatively constant sample error, tREllipseLS algorithm shows degraded sample strength as
the tag moves away from the camera—the error remains the Isaintiee target area is reduced
in size. The poor performance of tiréEllipseSimple algorithm for high inclination or small
tags is exacerbated by the small minimum distance measutieefge positions.

4.5.1 Estimated sample strength

An important function of a dependable location system isd@ble to estimate the reliability
of the produced measurements. The sample strength is d uakfe to report in this respect:
a small value informs users that the sighting was marginalnaight be difficult to reproduce.
Similarly, administrators deploying applications may tise measure to evaluate the system
coverage and potential improvements to it.

Itis not possible to directly measure the sample strengthimee the quantity depends on know-
ing the absolute position and pose of the tag in camera auate. However, this value can be
estimated by measuring the shortest distance from anyastthsample point to the edge of the
sampled datacell. The algorithm proceeds by beginning mlsdem each estimated sample
point in the image and finding the closest point with the ofipasolour to the colour at the
estimated sample point. For example, if the estimated sapuht is in the middle of a white
datacell then the search must find the closest point in thgeméth a black value. This method
produces an estimate of the sample strength only using itjeardirectly measured from the
input image.

There are a number of sources of error which will affect thalityiof this estimate.
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Figure 4.20: Approximation Error when estimating Samplei&jth

Approximation error

The shape of the datacells and the effect of perspectivertisst will mean that the minimum
sample distance is a pessimistic estimate of the size ofdkecell. In many cases an error
greater than the minimum sample distance will still resuktisample point inside the datacell.
Figure 4.20 shows a Circlelnner tag tilted around the vdréiges. TheTransformEllipseLinear
algorithm has been used to estimate the sample points—iingagsd sample points lie on the
radius of the estimated sample radii marked on the diagrame. systematic error introduced
by theTransformEllipseLinear algorithm displaces the estimated sample point radialtywards
from the true sample point. The sample strength is the diffee between the radii of the
circles denoting minimum sample distance and sample €Ftos.is considerably smaller than
the estimated sample strength.

Approximation error will result in estimates of the sampiesgth which are overly optimistic
(too large) compared to the true sample strength. Imageepsoty pipelines which commonly
do not introduce these pathological errors should be fawurorder to minimise this problem.

Transition error

The estimation algorithm searches every datacell of théoagng for the minimum distance
from the sample point to the edge of the cell. Successfulctieteof the minimum distance
relies on the presence of a transition between the curreatelhand any adjacent feature that
defines the cell edge. The adjacent feature might be anaditecell or might be some other part
of the tag template such as the target bullseye or bordehnetgtis no transition the cell edge
will not be detectable and so the estimation algorithm velest a minimum distance which is
larger than the true value.

Transition error will also result in estimates of samplesgth which are overly optimistic (too
large). Coding schemes and tag designs which produce mansjtioas on the tag payload will
help to minimize this error. The CircleOuter tag design isnpisdng from this respect because
the data ring is surrounded by a ring of white followed by g black. This places a bound
on the maximum distance that any search can proceed befoegiexcing a transition.
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Sample cell error

If the estimated sample point lies outside the target ddtes the sample strength for the tag
Is negative and it is no longer guaranteed that a correctrrgad the data will occur. In this
situation the search algorithm is begun in the wrong daltdcelwill still produce a positive
value for the estimated sample strength.

Sample cell errors will produce optimistic estimates of pnstrength. Error-detecting coding
schemes reduce the probability of the system failing toceatin invalid reading and so only
utilising estimated sample strengths for valid tags wikahte this problem.

Verification

Verification of the estimation algorithm is performed by mimg a simulation using the OpenGL
test harness in Cantag. The ground-truth values used asfmpilte simulation are used to
calculate the minimum sample distance and maximum sampbe, ¢hus yielding the actual
sample strength. This value can be compared with the resualt the estimation algorithm.

Figure 4.21 shows the cumulative error curves for the thyped of circular tag and a square
tag design. Data were collected for tags with a uniform ramigengles, image position and
distance from camera. The graph shows the percentage didiesdested which exhibited

fewer than a given number of pixels of error between estichatel actual sample points. Only
those locations such that all processing pipelines suftdgsdecoded the tag are included in
the statistics.

Figure 4.21(a) shows error results for the Square tag desthra variety of processing pipelines.
Almost all locations produce an error below 2 pixels regasdlof the processing algorithms
chosen. It can be seen from comparison with the remaininghgréhat a circular tags using
the TransformEllipseFull algorithm produce lower error estimates than the Squareléagn.
CircleOuter and CircleSplit tags produce largely similautesswhich are superior to the Cir-
clelnner tag. This is because the CircleOuter and CircleSpkigns both ensure a colour
transition in the radial direction. The CircleOuter tag gla@ white ring followed by a black
ring outside the data rings, whereas the CircleSplit taggsl@black ring followed by a white
background outside the data rings. This guarenteed tramgitaces a bound on the transition
error which can be produced by the estimation algorithm. Cinelelnner tag has only a white
background outside the data rings and so does not condtesearch size when the algorithm
is searching for a white to black transition.

The poor performance of the processing pipelines usingriresformEllipseLinear algorithm
may be attributed to approximation error. As shown in Figu20 theTransformEllipseLinear
algorithm produces systematic, pathological, displacgroéthe sample points. This effect is
more pronounced in the Circlelnner tag because the samphsparie extrapolated from the
original target bullseye whereas the CircleOuter and Cipie$ags produce sample points
from interpolated values.

4.5.2 Real-world tag reading performance

It is also important to validate that the results from the @k simulation are representative
of the system’s real-world behaviour. To this end experitaletata were collected consisting
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Figure 4.22: Experimental Setup for real-world testing ohtag

of images at increasing distance and various inclinatiom tefst plate. The experimental setup
Is shown in Figure 4.22. A digital camera was used for imagpis@ion with a resolution of
2614 x 1958 pixels and a field of view of approximately°.

The OpenGL test harness was also configured to simulate a@awith the same intrinsic pa-
rameters as used in the experiment. This permits a comparetaveen outputs from simulated
and real-world data.

Figure 4.23 shows that the estimated sample strength vltlwegshe real-world data correlate
well with the estimated values from the simulated data. Mbshe values differ by one pixel
or less. These data suggest that the OpenGL simulation i®a godel for the real-world
behaviour of the system for the current camera in the cuwpatating environment. It can
be seen in the figure that for a particular position and poseStijuare tag design has a better
sample strength than the corresponding circular tag. Fhilsié to the large minimum sample
distance of the square tag designs compared to circulagrieébection 4.3). The discrepancy
between the estimated sample strength from the simulatachda the actual sample strength
is slightly larger for the Square tag than for the CircleSplg. This agrees with the cumulative
error curves in Figures 4.21(a,c). The estimated sammagtin from the real-world images is
systematically smaller than the simulated values althabgftiscrepancy is at most one pixel.

4.5.3 Summary

Sample strength is an important dependability metric: #ngdr the value the more robust the
reading of the current tag data. Before deploying a systengmks can make predictions
about the sample strength throughout the required tradpage. Positions with large sample
strength will be more robust to unmodeled errors in the emvirent (such as rapidly changing
lighting conditions) than those positions with a small seergirength. The estimated sample
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strength of a tag reading may be produced without grourit--tmowledge of the tag position.
This value may be analysed at runtime to monitor the currerfopmance of the system.

4.6 Location Accuracy

The OpenGL test harness can be used to calculate the erher@stimated tag locations. Figure
4.24 compares the error in location from simulated data Wi¢hlocation errors from the real-
world trial. Each sub-figure demonstrates the results frodiffarent processing pipeline or
tag design and each column represents a different angleclriation for the target tag. The
sub-figures show the location error (in units of tag size)ragiahe full tag width in pixels—the
smaller the tag width the larger the distance from the caména location error values shown
in each sub-figure have been clamped at 5 tag units so thattidstin the data remain visible
despite the noise in the results.

Measurement errors form an inevitable part of the experialeasults. The estimated error
from the tape measure is 0.1% or 5mm over 5m. This error isigoifieant compared to errors
due to misalignment of the tag plate relative to the camerais & estimated to be up to 3
degrees which introduces a location error of approximat@ynm (incorporating a deflection
both perpendicular and parallel to the tag plate). The tagssised are 30mm, 45mm and 60mm
which correspond to an estimated systematic error of 18aild 0.7 tag units respectively for
tags at the furthest distance from the camera.

Figures 4.24(a—d) show the performance of the Circlelnmpusing theFitEllipseLS algorithm.
The error in the simulated data increases as the tag sizegedtihis is because the ellipse fitter
is able to make a better estimate of the true ellipse if thexerere pixels on the contour from
which to make the estimate. Increasing the angle of ingbnatf the tag seems to have little
effect because the eccentricity of the ellipse does notttife capability of the ellipse fitter to
fitit. The reduction in the number of points on the ellipsesEiby increasing the eccentricity
does not seem to be as significant as the reduction causedusying the tag size.

In simulation the ideal target bullseye is distorted by pisgncation in the final image introduc-
ing error in the estimated location. Occasionally this tatron will not introduce a significant
distortion of the target bullseye and so the system will pogda more accurate result than
expected—this effect is evident in the variation in the taraaccuracy on the graph. A further
test of this hypothesis is to run a simulation which begirecpssing from the image contour
which is calculated from the desired position and pose otdlgerather than extracted from a
rendered image. In this situation the error remains less tha® tag units. The variation in
accuracy at this level of precision is most likely ascribedhe accuracy of the floating point
number system.

The location errors from the real-world data are similar e to those predicted by the
simulation. However, the discrepancy is larger than carxpaaed due to measurement errors
in the experiment. This is due to additional real-world effenot modelled in the simulation
such as imperfect correction of camera distortion and ifegethresholding of the original
image.

The performance of thiitEllipseSimple algorithm is shown in Figures 4.24(e—h). As expected,
the predicted performance of this algorithm is worse thartHe FitEllipseLS algorithm. The
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relative paucity of sightings derived from this algorithsrdiue to the fact that poor fitting of the
target ellipse results in invalid sampling of the tag code.

The CircleOuter and CircleSplit tags are shown in Figures (#B4and (m—p) respectively.
These show largely similar performance because the positformation is derived from the
outer edge of the tag bullseye. Despite the larger radiubefdrget bullseye, neither design
produces significantly more successful readings than the#e@iner design because the data-
cells on the tags are now smaller.

The simulated performance for the Square tag design is showigures 4.24(g—x). These
pipelines show worse performance than that for the Circleartd CircleSplit tags but largely
similar to the Circlelnner tag. Figures 4.24(g—-t) show ressuking theFitQuadCorner algo-
rithm. This algorithm has poor accuracy because the imagedrdateral is estimated from
only four points on the image. Adding linear regression tineste straight lines from the im-
age and placing the tag corners at their intersection iseseaccuracy slightly; this is shown in
Figures 4.24(u—x).

Real-world performance is not close to predicted resultg Use of the linear regression tech-
nique does not particularly improve matters even thoughakes use of the whole contour for
estimation. This is because the technique is still depangam successful partitioning of the
contour into four edge sections prior to the regression.aBgtags have the interesting perfor-
mance characteristic that despite obvious large erroteindcovery of the target shape the data
from the tag is still recovered successfully. This is prdpatue to the fact that incorrect se-
lection of the corners will pull the edges of the square irdgaslightly and so the displacement
caused to the interpolated sample points is minimal.

The pipeline and tag combinations for the CircleOuter andl€3alit tags produce data which
most closely mirror those produced from simulation. Wit turrent model and analysis these
options display more algorithmic dependability than tHeeofpipeline options.

The performance of different vision systems has also beessiigated by Zhang et al. [152].
This previous work allowed the identification of the bestfpaning system from the set of
those considered. However, it cannot explain why this isctee because of the many factors
which differed between the studied systems. The tunealleaaf Cantag allows investigators
to decompose these factors and better understand thefisadeimdividual algorithms.

4.7 Achieving Algorithmic Dependability

Understanding the algorithmic dependability of a locasgatem requires in-depth knowledge
and analysis of system operation. This must also be couptbatareful selection of processing
algorithms and options to ensure predictable behaviour.

Firstly, the system must be analysed at many levels of ati&ira High level analyses are nec-
essary to gain insight into fundamental behaviour of thekirey technology and mechanism
whereas low-level models of system behaviour are requireghect promising algorithms and
predict their behaviour. For example, the minimum sampétadice measure is agnostic to
choice of algorithms in the image processing pipeline. Tasmits an analysis of the fun-
damental aspects of tag design which is independent of theepsing techniques. Similarly,
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more refined measures such as sample strength and locatioraeg provide insight into the
behaviour of particular processing algorithms.

Secondly, simulation of system operation is vital to conegagorithmic performance, evaluate
techniques and to locate implementation problems. In tke o& estimated sample strength,
simulation permitted wide-scale testing of the proposgdrhm. Time limitations and exper-
imental error make these tests implausible on a real-wgdtesn. However, some real-world
testing must be performed in order to validate the level afisen in the simulation. If real-
world performance which significantly differs from that gieted is encountered then either the
combination of processing algorithms must be deemed totabiesfor dependable operation
or further refinement of the model for simulation is required

Ideally, models should be derived for both predictive anslentiable analysis. Predictive anal-
ysis allows designers to predict the performance of a pdaticcenario of operation i.e. identi-
fying a marker tag with a chosen position and pose. Obsexatrlysis provides information
for applications (and users) utilising data from the systémthis case the true position of the
tracked object is not known and so properties must be esthfedm the input data rather than
calculated from known-truth data. The estimated sampéngth algorithm is an example of
this. Another example of observable analysis occurs in Giei$ets which estimate the accu-
racy of a location sighting based on the geometric dilubbiprecision (GDOP) of the satellite
constellation used to estimate position.

4.8 Summary

Algorithmic dependability requires understanding therapen of a location system and cre-
ating models for its behaviour. This chapter has introduedimber of predictive measures
for analysing the performance of a computer vision systehes& measures are derived from
full knowledge of the tracked object’s position and pose e Thinimum sample distance ex-
presses the readability of the tag for a given position arsp@his measure has been used as
an initial comparison of the expected performance of taggdesand to understand the effects
of increasing payload size. Optimal proportions for thee¢éhcircular tag designs have been
derived through the aim of maximising the minimum sampl¢edtice.

The concept of sample error reflects the accuracy with wiiehvision pipeline estimates the
sample points for decoding the tag. When combined with themmuim sample distance this
yields the sample strength which expresses the toleramaerfor in the current tag reading.
Deployed systems with large sample strength readings tnendtive tracking area will be
more reliable than systems with small sample strengths.

An algorithm for estimating the sample strength from only tbserved image has been pre-
sented. The quality of this estimate has been evaluated farga number of tag positions
and poses in simulation and subsequently validated by cosgpawith real-world data. The
estimated sample strength can provide important feedlmekuser of the system as to the
reliability of the current tag-camera configuration.

The construction of a dependable location system requaggplar algorithmic choices in the
processing pipeline. CircleSplit and CircleOuter tags sitilj the least-squares ellipse fitting
algorithm produce real-world location errors close to thpeedicted by simulation. However,
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pipelines built to process square tags produce large arrding real world not predicted by the
processing model. It is unclear whether the analysis andeimaoh be extended to predict these
features.

These results suggest that the CircleSplit tag is a good eHorcalgorithmic dependability
whilst maintaining tracking performance. From a dependghpoint-of-view this design pro-
duces little error in the sample strength estimation preoeesl also closely mirrors predicted
errors in location accuracy. The design also maintainsgetaninimum sample distance (and
hence provides better read performance) than the strilgtamailar CircleOuter tag.
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Chapter 5

Runtime Dependability

The theoretical capabilities of a location system, deriveth algorithmic dependability analy-
sis, can be a good predictor of real-world performance. Hewehe metrics which have been
developed for location system performance are highly $ipeta the internals of the location
system and must be evaluated at the correct place in themspsteessing pipeline.

Considerable effort was required to achieve a robust imphtatien of Cantag (due to both
implementation and algorithmic errors). This demonsgdaw likely it is that problems and
shortcomings will become evident in a real-world deploytmehich will cause the system to
depart from its expected behaviour. Furthermore, due toditpgirements of sensing contextual
information and the proliferation of mobile devices, SentiComputing systems are inherently
distributed. This exposes the system to additional problesnich arise from concurrent exe-
cution such as race conditions and distributed failuretiAer significant factor in real-world
Sentient Computing systems is their dynamic nature. Dewaoesapplications (often carried
by users) enter and exit the system on short timescales.nTdiles it implausible to statically
analyse, test, and provision the system.

Runtime validation of a system applies specific, tailorecckhéo computation blocks to ensure
that the results produced are consistent with the input dahas additional implementation
diversity aids in catching runtime faults and naturallyemrates the evaluation of the metrics
arising from algorithmic dependability analysis. Validatenforces transparent operation of a
distributed system which in turn ensures that faults carrdmetl to a particular component of
the system.

This chapter applies runtime validation techniques to iBehtComputing infrastructures and
demonstrates the dependability benefits which arise. Thdati@n requirements for a system
are naturally expressed using inference rules and so a lisrméor describing the validation

requirements of a Sentient Computing infrastructure is lo@esl. This formalism is subse-
guently exploited to show the soundness of validation ogations made to the operation of
the original system.

5.1 Runtime Faults in Sentient Computing

Faults can occur in may places and for many reasons duringpiition of a Sentient Com-
puting infrastructure.

107



Distributed operation forms a fundamental underpinnin§entient Computing. Applications,
often running on impoverished devices, are commonly camdeover a network to a mid-
dleware which provides common support functionality to éiméire system. Similarly, wide-
scale location systems naturally require far-flung deplets of sensing (and often processing)
hardware. This model of computation is inherently fraugid aften unreliable. Concurrent,
independent execution of the various components of thesysften makes failures hard to
reproduce or debug.

Location systems perform complex processing on widelyimgrinput data. Occasionally these
inputs will combine pathologically and cause faults in thegessing algorithms or their imple-
mentations. It can be argued that implementation errorsildhme eliminated by improving
software engineering techniques. However, software €g@em to exist in even the most care-
fully (and expensively) engineered systems. Spaceflighhésof many examples [147] where
huge investment is made to achieve reliable software bugrttalest mistake has catastrophic
results.

Another source of unexpected input values comes from thetliat a location system is de-
signed to measure the environment without overly constrgiit. Modelling these inputs be-

comes arbitrarily complex as more and more detail aboutnikiEa@ment is included and so it

is plausible that significant unmodelled events can manifesnselves in the input data of the
system.

Theoretical errors can also cause faults in the system. ¥amngle, when first published, the
least-squares ellipse fitting routine used in Cantag coatiamumerical instabilities. It was later
demonstrated that an error-free selection of points lykag#y on the ellipse contour generates
an ill-posed set of equations in the matrix operations apdib0].

Checking the output of an algorithm is only effective in thitsiation if the check is algorithmi-
cally independent (rather than just implementation indeleat) of the original computation.

5.2 Exploiting Asymmetric Computation

Integer multiplication and its inverse, factorisationaigood example of an asymmetric com-
putation. Multiplication of two prime numbers to form thgiroduct is a low-cost operation
whereas splitting the result into its two factors is sigmifity more expensive. The security
of the RSA encryption algorithm derives from the relativdidiflty of factoring the product of
two large, prime numbers.

Analogously, many operations in Sentient Computing alse laymmetric computation costs:
the forward computation of the function is time-consumingl &omputationally intensive,
whereas computing the inverse function is cheap and easy.

For example, as described in Section 2.1.8 the Active BaeBy&ixecutes an iterative, non-
linear multi-lateration algorithm for each location sigigt. This process uses a non-linear re-
gression to repeatedly hypothesise a position from thefsdistance readings from the ultra-
sonic sensors for a particular Bat sighting. Outlier disésnoften due to multi-path signals) are
discarded and the process repeats until a precise readibtaimed. Conversely, checking that
the output of this algorithm is correct is simply the casearigrating a set of expected distance
readings and verifying that a suitably sized quorum is iast with the original distances.
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The SPIRIT middleware has facility to provide an applicatiath a callback when pre-defined
spatial regions surrounding physical objects interact @milar functionality is also present
in the IdentityPresencevidget in the Context Toolkit [123]. The continual monitagifior a
containmengevent for a large number of arbitrary regions over a largéayepent area requires
significant computational effort. However, once a triggeard is identified, the verification that
the sighting construes the containment event is simple.

A final example, from Cantag, is the ellipse fitting routine. eTpprocess of finding the best
ellipse fit to a particular contour is expensive to compute @ifficult to implement. However,
numerous low-complexity techniques exist for checking traalready fittedellipse matches
the set of input points [120].

5.2.1 Negative validation

Examples such as containment monitoring and ellipse fittiegnonstrate a form gbositive
validation In these scenarios checking the validity of an output oatyuires demonstrating
that the produced event is consistent with the inputs. Moneatex, but also common, scenarios
require validation that an event has not occurred—so cakbggative validation

Suppose an application requests that the middleware delaveallback dependent upon an
entryevent when the userr31 enters the roorSN04. Validation must show that:

e at some time acr31 is contained irbN04;

¢ the location oficr31 at the user’s previous sighting (befajet times places him outside
SNO04;

o for all times between andt it is valid that no sighting ofcr31 occurred.

This level of checking is required to demonstrate to theiappbn that the event has been raised
at the first instance of entry into the region rather than atestater time.

Dependable applications must check that the underlyintesyss operating correctly at run-
time. This can be achieved through the use of the observadtigonideveloped though algorith-
mic dependability. These metrics are extremely systemifspaad often rely on intermediate
information within the sensor system. For example, theveged sample strength metric in
Cantag provides an estimate of the tolerance achieved onthent reading of the tag. Execu-
tion of this check requires prior knowledge of the tag desigaddition to the acquired image
and the derived three-dimensional transform for the tag.

A validation framework provides a general means to integifa¢se tests into the system—they
are simply additional application-specific checks to beiaggdo the relevant stages.

5.3 Expressing Validation Requirements

Validation checks must be executed at runtime in order moiite correctness of data in the
system. These checks might be performed by end-user ajtisar by autonomous agents
deployed within the system.
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The specific nature of validation necessitates a differeinvischecks for each system to be val-
idated. This section defines a logical framework for valmtatonditions. Within this frame-
work the system is viewed as a set of interconnected proweasides. The validation of these
nodes is expressed as a combination of axioms and inferethe® rExpressing a system’s
validation requirements in this manner is beneficial begaukighlights generally applicable
reasoning techniques and permits proofs of various priggest the system.

The input and output data of each processing node are assiontedavailable as tuples in
a tuple-space [57]. Each result, which is often viewed asvamte is assumed to contain a
primary keywhich uniquely identifies it. An example primary key might &drame number
allocated from a global clock source composed with a unideatifier for the processing node
which produced the event. The following example event dentitat the tag AG1 was located
in frame numbeti by the Data DecodingXD) node in Cantag (discussed later):

(1,DD, TAG1)

The discussion herein treats the node identifier ggpaidt and thus conceptually assigns dif-
ferent types to events dependent upon the producing nodecdmmonly reduces the primary
key to be isomorphic with some clock source and so it is reteto as théimeslotvalue. Thus,
the example above becomes:

(1, TAG1)pp

Events in the tuple-space are assumed to be immutable arersstpindefinitely. Practical
considerations for the implementation of this are disctisgdhe end of this chapter (Section
5.9). Validation is defined over a set of logical predicat€ke first of these is thexistence
predicate which is used to look-up events in the tuple-sp@be predicate, (¢, d) is true for

a functional unitn if the event datal was emitted at timesldt If the example above is in the
tuple-space the following predicate holds:

Enp(1, TAGL)

For a particular node in the system, the two axes of validation (positive and riegpare
written asV; and)V; respectively. The positive validation predicatg is true for a particular
timeslot if the event for that timeslot exists and is valichelnegative validation predical&

is true for a particular timeslot if no event was produced @mdn be shown it is valid that no
event was produced. Due to the difficulty of proving that s@wentdid not occur, negative
validation is commonly performed by showing that some o#went(s) did occur which entail
that no event should have been produced by this processdey no

Commonly, the validation of a particular node is predicatpdruthe validation of its inputs.
Given a set of valid inputs it remains to check that the ougptihe functional unit is consistent
with these inputs. This validity checking function is dezat, (¢) and is true for some timeslot

t if the outputs of the processing node @re consistent with its inputs. For example, the check
that theDD node produced the correct output at timeglat expressed as:

Cpp(1)

Ln C++ the typeid operator is used at runtime to discoverype & referenced object from a special typio
object in the referenced object’s virtual-function tahiable) [97, p120]
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Figure 5.1: Functional diagram of a Cantag processing pipelirusted nodes are shown with
a double outline

Multiple checking functions for a particular node are digtiished by a superscript label. For
exampleC, andCpy, refer to checking functions for thHeD node. The first checks a value of
a positive result and the second checks that an undefinedtiv@gesult was correct.

It is not possible to validate the behaviour of all nodes egiistem. In particular, the output of
a node which is reporting data from a sensor cannot be chdmaalise no input exists within
the system to validate it against. Nodes for which validat®onot possible are referred to as
trusted nodegheir behaviour is implicitly trusted. In the logical mdad system operation the
behaviours of these nodes are defineddemsto reflect this. Validation predicate¥’{ and
V) for the remaining (untrusted) processing nodes are spdaiiingnference rules

Vis(r)  Cp(r)
VSD(T)

(DDT)

In this example the rule states that the output ofltie# node at timeslot positively validates
(Vip(r)) if it can be shown that the output of tHgS node at timeslot positively validates
(Vis(r)) and the output of th®D node at timeslot is consistent with its input<f, (r)).

5.4 A Validation Architecture for Cantag

The validation rules for a particular system are derivedthfadomodel of its operation. A func-
tional depiction of the Cantag processing pipeline is shawfigure 5.1. This pipeline is
suitable for tracking circular tags which have already bekemtified as preferable for their
algorithmic dependability advantages over square tags aptéh 4.

The Contour FollowerF) node is of particular interest because it splits a singbeltr{the
image) into multiple outputs (a set of contours). This is ganeple of adivergent nodeand
must be validated with care. In particular, it must be pdssibr the validating process to
verify that it has collected all of the output data from thedeo In the case of the Contour
Follower node it must be possible to validate that all cordchave been collected as well as

111



that each of the collected contours is correct. This prgpknown asenumerationis achieved
in the Contour Follower node by including thester position(r) of the start point of the contour
in the primary key. The raster position enumerates all pikethe image one row after another.
The raster position is shown in Figure 5.1 for frame numbetith »n pixels asrg, .. ., r, where

r; = fn+ 1. By iterating over all raster positions the validating apation may be sure that all
possible events have been checked. If the Contour Followd had only assigned a unique
index to each located contour then there is no means to chetlkatcontours has not been
overlooked in the original image without re-running theien€ontour Following process.

The basis of the specification is a number of axioms which dd¢he behaviour of the trusted
components of the system:

e For all timeslots{) the Frame ClockKC) node generates a clock everit)(and is valid:
Vt. Epc(t, T) A Vio(t)

e For all timeslots{) the Image Sourcd$) node generates an image and is valid:
Vt. Es(t, 1) A VE(t)

e The image generated by the Image Source node is of fixed sizecsmaing: pixels.

The remainder of the system has been specified using infereites as shown in Figure 5.2.
The use of the raster position in the Contour Node is evidetttenside condition of th€F
rules. In this condition the frame numbgiis recovered from the raster positiorby dividing
by the number of pixels in the image

Most of the functional units in Cantag implemeatal functions in that they produce an output
for every input. Units such as the Contour Follower and Datadde arepartial functions
because for some inputs (points which do not begin a contoumyalid tag data) they produce
no output or an undefined result. Validation of these nodgsires two checking functiong:™
checks that the result produced by the function is condistéh the input (so called positive
validation), andC~ checks that it is valid to have produced an undefined resut fhe input
(so called negative validation).

To validate all events from the system the application mhetk:
vr. V() vV (r) (5.1)

5.5 A Validation Reasoning Engine

The steps required to validate each output of the systemediiged by the inference rules for
that particular system. The search procedure for seleatingh rules to apply is similar to that
implemented by logic programming languages such as Prdio@rder to exploit this, each
inference rule has been specified as a Horn clause in a Prodggam. The validity of data is
determined by posing questions to the reasoning engine.

Figure 5.3 shows the Prolog clauses implementing the uaidaules for Cantag. These arise
from a straightforward transcription of the axioms for thested components and the inference
rules in Figure 5.2. The side condition for th&* and CF~ rules is implemented in Prolog
using integer division written as/ .
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- Vip(r)  Vil(r)  Ci(r) - Ver(r) - Vip (1)
Vit (r) V() C V()

Figure 5.2: Inference rules for validation in Cantag
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VFCp(_) .

vl Sp(_).
n(307200).

vliTp(T) :-
vCFp(S) :-

vCFn(S) : -

vCCp(S) :-
VEp(S) :-
VEn(S) -
vTp(S) -
vDSp(S) : -

vDDp(S) : -
vDDn(S) :-
vLp(S) -

vLnl(S) :-
vLn2(S) :-
vLn(S)

vl Sp(T), clTp(T).
n(R, Tis S// R
viTp(T), cCFp(S).
n(R, Tis S//I R
viTp(T), cCFn(S).
VvCFp(S), cCCp(S).
vCCp(S), cEp(Y9).
vCCp(S), cEn(Y9).
VEp(S), cTp(S).
vTp(S), vITp(9),
cDSp(S).

vDSp(S), cDDp(S).
vDSp(S), cDDn(S).
vDDp(S), vTp(9),
cLp(S).

vCFNn(S).

vDDn('S) .

vLn1(S) ; vLn2(S).

Figure 5.3: Validation rules for Cantag (Prolog clauses)
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checkAl'l (-1).
checkAll (T) :- ( vLn(T) ; vLp(T) ),
Sis T-1, !, checkAll(S).

Figure 5.4: System validation (Prolog clauses)

5.5.1 Implementing the check predicates

The values of the check predicated{( C/r,...) depend on the current state of the system
requiring validation. Their implementation is efficientighieved using the Prolog foreign lan-
guage interface such that, for example, the act of queryiegtedicat€;; (r) may actually call
the C++ code within Cantag to check whether the ellipse atrpsgationr is correctly derived
from its input contour.

The check predicates must be evaluated during the searmhgtinithe inference rules rather
than after the search because their value informs the remgengine if current path is valid.
In Cantag, for example, theLn clause can be satisfied if eitneLnl or vLn2 are true—the
choice of which is suitable depends on the values of the chesdlicates.

Validating all data from the system requires an implemémadf Equation 5.1. The Prolog
clauses for this are shown in Figure 5.4. This formulatiopadts from the logical form be-
cause it is necessary to direct the search path for the Pirdfleggnce engine to cover all raster
positions for all frames. However, the intent of the origiaquation is still clear in that one
of the validation rules for the Location node must be true mimust also be the case for all
previous raster positions. The addition of the cut oper@tpicauses the reasoning engine to
discard all choice points in the search space and committautrent path. This therefore re-
duces the memory cost of evaluating the search because allate required for back-tracking
from the current point to attempt a different path can beatided. This is analagous to the
difference between recursive and tail-recursive fundiorfunctional programming.

5.5.2 The validation process and costs

The foreign language predicate calls have been implemavitadhe ability to output debug-
ging information whenever they are invoked. This allowsugissation of the validation trace.
A test environment was constructed wherein all positivecktfanctions ;") are true for all
timeslots and all negative check functiori) | are always false. The output created by the
checkAl | predicate is presented in Figure 5.5. The output has beermafted and cropped
for clarity.

The query shown in the figure activates the debug output afttbeking predicates and requests
that the system check the validity beginning with the teraster position of the first frame
(frame zero, raster position 10).

The first block of traced calls shows the reasoner’s firstgiteby checkingzLn( 10) . This
triggers atestfovCFn( 10) which fails (after recursing to cheek Tp( 0) ) because the check
cCFn( 10) returns false. Calling| Tp( 0) is necessary to check the thresholding output for
the first frame—the primary key here is the frame number.
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?.- enabl eDebug(1), checkAll (10).
cl Tp(0) cCFn(10)

cl Tp(0) cCrFp(10) cCCp(10) cEp(10) cTp(10)
cl Tp(10) cDSp(10) cDDn(10)

cl Tp(0) cCFp(10) cCCp(10) cEp(10) cTp(10)
cl Tp(10) cDSp(10) cDDp(10) cl Tp(0) cCFp(10)
cCCp(10) cEp(10) cTp(10) cLp(10)

cl Tp(0) cCFn(9)

cCCp(0) cEp(0) cTp(0) cLp(0)
Yes

Figure 5.5: An example validation session for Cantag

The second block shows the next attempt by using the secaalhlale option for showing
vLn(10) by checkinggDDn( 10) . This also fails.

In the third block the reasoner attempts to shaw( 10) which succeeds. This enables the
reasoner to recurse and attempt to shdw(9) and so on until the first raster position is
reached and validateg I(p( 0) ).

It can be seen from this trace that the same predicates aateglby called as the search contin-
ues. In fact the trace contaifé4 calls to checking predicates but orily0 of these are distinct.
It is therefore important to cache the results of expendinzking functions. This can be done
entirely in the native implementation or by up-calling thelBg engine from the native code to
insert new ground clauses into the database.

Figure 5.6 shows the number of distinct calls required inah men of the system. The image
sequence used showed three tags entering and exiting tbeofiglew. Each graph shows
the number of calls to the checking function against the &amamber. This makes (the
maximum raster position) the largest possible number d$é ¢aleach checking function per
frame. In actuality the vertical scale on all the graphs pkcg;, is from zero to140. The
majority of raster positions do not correspond to a contowt $0C. is called hugely more
often than any other check.

5.5.3 Improving performance

The computational cost of evaluating a particular checkimgtion is problematic to measure
because the cost is highly dependent upon the particuldemgntation of the function, the
situation it has been executed in and the machine executengdde. However, it is possible
to make algorithmic comparisons between the cost of comgulie checking function and the
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Figure 5.6: The number of calls to positive and negative kimgcfunctions
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Figure 5.7: Classification of the computation costs of theckimg function

P

cost of the original computation that produced the resutallfunctions (those which produce
an answer for all input values) may be describedgsyasmetricor asymmetric The cost of
checking the output of symmetric functions is comparableotagreater than, the cost of the
original computation. For asymmetric functions, the cdstleecking is less than that of the
original computation. The classification for partial funcis (which return an undefined value
for some inputs) is shown in Figure 5.7. The following seasi@xplain the four classes in
detail.

Positive symmetric functions

A positive symmetric function has a checking function whigkes comparable or greater time
than the original computation when checking that producad dre valid. An example is the

Contour Follower node for which checking that a contour igecirfor a given raster position

requires following the contour around the image—the samsea®originally required to locate

it initially.

Positive asymmetric functions

For this class of functions it is cheaper to check positivpots than it is to compute them in
the first place. The Transformation node in Cantag is an exawifpthis. Deriving the three-
dimensional position and pose of the tag from its image isaptex operation. However, given
a proposed transformation it is relatively cheap to prageatimber of test points and check that
they correlate with the image.

Negative asymmetric functions

Negative asymmetric functions require less computatiefiaft to check an undefined output is
valid than the original computation of the undefined valumegeneral, if it were possible to write
a checking function for discarded input data which is chealpan the original computation
which discarded the input data then the checking functiactioe incorporated into the original
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computation to improve performance. This makes the exgstef pure negative asymmetric
functions marginal.

Some form of this behaviour can arise if an algorithm is elten output some diagnostic with
failed input data. The check functions may now use this diatio to cheaply check validity.
However, by the pure definition of total and partial func8pthis function would no longer be
partial because it now produces some output for all inputs.

Negative symmetric functions

Negative symmetric functions take similar, or greater fiti@n the original computation to

check an undefined result. For the Contour Follower node, kohgdhat a particular raster

position does not correspond to a start point of a contols fato one of two scenarios: if

the point under the raster position does not correspond &alga in the image then no contour
could begin here; if the point lies on an edge the check fongtiust check that the point cannot
be a start point of the contour. This is achieved by travgrtie contour searching for a point
with a lower raster position than the candidate point. Liogga lower raster position point on

the same contour is sufficient to demonstrate that the catedjgbint cannot be the start point
of the contour.

Many nodes such as the Ellipse Fitter or the Data Decoding hagle this behaviour because
the technique for checking that an undefined value is valtd i®-run the original algorithm
(or another implementation of it). This is not ideal from didation point-of-view because this
check re-uses the same or a similar code path and so is melg ikexpose the system to
theoretical errors in the algorithm.

This problem can be alleviated by attempting to reject idvialputs at easier-to-validate nodes

earlier in the pipeline. For example, if the data for a pattc raster position can be excluded

from consideration then all future stages of the pipelinedbiébecause it is no longer necessary
to check the validity of that position. This reduces the nandf discarded entities at the Ellipse

Fitting stage (say) and so reduces the impact of the weakédatian properties of the node.

The minimum sample distance measure presented in the peesi@apter (Section 4.3) specifies
a minimum tag size in pixels, below which it is not theordticpossible to recover the data
payload. Applying a heuristic that discards contours atGbatour Follower node which fall
below this minimum size reduces the number of raster poirftE€lwpropagate through the
pipeline. This heuristic can be expressed as an additioferknce rule:

©F5) V;:r(t) Csizr(r) t=|r/n]

Ver(r)

Figure 5.8 shows the effect of this new rule on the number $ ¢a the checking functions.
Each of the graphs (including;;,;) has a vertical scale from zero 1d0 (as previously in

Figure 5.6). The number of remaining raster positions irhdeame is significantly reduced.
Also, the number of calls to the negative validation of thigpé Fitting node is now almost
zero.
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The effect of this (or any other heuristic optimisation) abitary data cannot be predicted
from this single example. However, the contour size heuarestn be expected to perform well.
Firstly, due to its grounding in the algorithmic limits ofglsystem, applications can be sure that
it is not causing the system to generate false negativeisggtAlso, in terms of performance,
a pathological input containing many contours all slighdlgger than the minimum size will
cause the system to perform no worse than if the heuristie wet present at all.

Prolog provides a reasoning engine which applies well tofohenal inference rules used to
specify validation. Designers wishing to support validatheed to provide two facilities:

e Prolog clausesthese are derived from the functional description of thetesy and pro-
vides information for applications to reason about a systealidity.

e Checking functions the Prolog environment must be extended with native petescfor
checking specific information in the system requiring vatidn.

The judicious addition of new rules can be used to reducedh®atational cost of validation.
However, in general, applications are not interested imyeggent generated by the location
system and so should not incur validation costs for irreledata. The next section extends the
logical framework withselection predicatewhich allow applications to discriminate between
events and hence further reduce validation costs.

5.6 Application-Oriented Validation

Applications are typically interested in only a subset oéreg¢ generated by the location sys-
tem. In this case there is no need to incur the computatioh afogalidating these unused
events. Identifying which events require validation hasdditional benefit because it allows
applications to ignore a system failure if it does not affibet required context. Ignoring ir-
relevant system failure is a desirable property for impngwystem availability. In general, it
Is safe for an application to do this when the system hasdfdded does not validate), if no
pertinent information would have been produced from théesgeven if it had been working

An application’s interest in a particular piece of contextnodelled by the use of selection
predicate. The selection predicate evaluates to a true ¥aiwa particular timeslot if the event
for that timeslot is of interest to the application. This ifoamal expression of the particular
contextual information required by the application.

An example is theCONT selection predicate which tracks the tag with identifidiG1 in a
particular region of space. Given an inclusion functi©fe, y, z) which is true if the point
x,y, z lies inside the container of interest, the selection pregdienay be specified as:

CONT(r) = &u(r, {z,y, 2z, TAG1}) A C(z,y, 2)
The positive validation rule for this predicate is therefor

Vi(r)  &u(r{zy,2 TAGL}H)  C(z,y,2)

(CONTT)
VE?LONT (r)
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Ver(r)

(CONTY)
CONT(T)

Vi) &p(r,D) D #TAGL

(CONTS) —
VeonT (r)

Vi(r) & {zy,2TAGL})  —~C(z,y,2)

VEONT(T)

Figure 5.9: Negative validation rules for thE)NT selection predicate

The negative validation rules must show that the selectiedipate is not satisfied. They should
be specified with the minimum possible validation requireteeThese are shown in Figure 5.9.

The reason for specifying the minimum requirements for tiegaalidation is to permit the ap-
plication to ignore a validation failure if it is not relevarin this example, if the application can
show that the identifier on the tag is not of interest then ésdoot matter which location was
recovered for the tag. This results in minimisation of thenber of validation steps which ben-
efits the application both in terms of reduced costs for edith and in reducing the likelihood
that a system failure will affect it.

Further refinement of validation for theONT predicate is possible by considering the pro-
jection of the region of interest onto the camera image. Amaled tag with a contour which
starts outside this projected area cannot possibly berasetved to be inside the region. Itis
possible to define a predicat€yr)) which is true for those primary keys which correspond
to contours which begin inside the projected area of theoregirhis predicate is defined in
a straightforward manner by examining the primary keyand recovering the raster position
(r mod n). This allows the addition of a further negative validatrare:

V(JJFF(T) —Cy(r)

VéoNT(T)

(CONT])

This new rule permits a large reduction in the number of es/ratiich require validation because
candidate contours may be discarded much earlier in théatan process.

Selection predicates can be used to model the applicaton®xtual requirements. The spec-
ification of these should be accompanied by the validatigairements for the predicate. De-
signers should ensure that negative validation of the pag¢elihas minimal requirements of
validity from the rest of the system in order to permit apglions to ignore irrelevant fail-
ures. The example of theONT predicate shows how minimal validation requirements can be
achieved by expanding the selection predicate constrbatk through the system in order to
generate rules for discarding false candidates at an ¢adg s
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+ _ —
- Vi (u) . LAST,(u — 1,v) YV, (v)

LAST,(u, u) LAST,(u,v)
Figure 5.10: Inference rules frAST,

5.6.1 TheLAST predicate

A location system measures the current state of the worldveer, the vast majority of ap-
plications using location information are event-basednitan application’s point-of-view this
provides efficient operation because data are only senetaghlication for relevant changes in
the world state and so network usage is minimal. Event-bagerhtion also implicitly off-loads
the calculations required to observe the state changehetmtddleware, further lowering the
application’s resource requirements. A validation frarmegnmust therefore allow applications
to validate system events as well as system state.

The functionLAST,(u, v) is parameterised over a selection predigat@d is true if, and only
if, it can be validated that at time, v is the most recent time prior te thatp was true. The
inference rules folLAST, are given in Figure 5.10: for the current timg an application
wishing to validate that the last time the selection pragiC®NT was true is timeslot must
showLASTcont(u, v) is true. This in turn requires thad,xr (1) andVgoxr(t) is true for all
t afterv up to, and including, timeslat.

Any event can be viewed as a transition between two systeesstéhe validation of an event
at some time therefore requires validation of the state which was edtateand the validation
that the state exited was the last state priar. tdhus, theLAST predicate forms the basis for
the validation of all other temporally-based events.

5.6.2 Entry events

A further example using theAST predicate is thentryevent. First, it is necessary to define
an additional selection predicaf&XCL which is true if the subject is outside (excluded from)
the region defined by

EXCL(r) = &u(r, {z,y, 2, TAGL}) A =C(z,y, 2)
This permits the expression of an entry event into the redefmed byC' at timet as:

Ju. LASTEXCL(U7 t— 1) A Va_ONT(t)

The positive and negative validation rules f0OONT and EXCL can be expressed as Prolog
clauses in a similar manner to previous rules. This is shawhRigure 5.11. The negative
validation rules for both predicates are ordered to try thgkest negative validation rule first
before progressing to the more complex checks.

Figure 5.12 shows the implementation of thaST predicate. This implementation departs
from the logical specification of the predicate in order tortmate the search if the engine at-
tempts to validate the timeslet1l. This occurs, for example, if the user attempts to validate
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r(xy,2) - 0 =< X, X =<5,
0 =<Y, Y =<5,
0 =< Z, Z =< 5.
r2( R ;- n(N), Rnod N == 3.
cont (T) - eL(T,[X Y, Z target]), r(XY,2).

vCont P(T) :- vLp(T), eL(T,[X Y, Z target]), r(XY,2).
vCont N(T) :- vCFn(T) ;

VCFp(T), \+r2(T)

vDDp(T), eDD(T,D), D \== target

vLp(T), eL(t,[X Y, Z target]), \+r(X Y, 2).

excl (T) - el(T,[X Y, Z target]), \+r(X Y, 2.

VExcl P(T) :- vLp(T), eL(T,[X Y, Z target]), \+r(X Y, 2).
VEXcI N(T) :- vCFn(T) ;

vCFp(T), r2(T) ;

vDDp(T), eDD(T,D), D \== target

vLp(T), eL(t,[X Y, Z target]), r(XY,2).

Figure 5.11: Validation o€ ONT andEXCL (Prolog clauses)

last(_, ,-1, ) -, fail.

| ast (VPP, _, TLAST, TLAST) :- cal |l (VPP, TLAST).

| ast ( VPP, VPM T, TLAST) - call(vVPM T), !,
Sis T-1,

| ast (VPP, VPM S, TLAST) .

Figure 5.12: Implementation afAST (Prolog clauses)
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Matrix Manager Localiser Node t1:0
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Global Clock : t,1: 0 : Correlation Node
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t MM,, Ln t,m:x,y,z

t,m:D
t:acr31,x,y,z

Figure 5.13: Functional diagram of the Active Bat system. sted nodes are shown with a
double outline

an event which has never occurred. The use of the cut opamatbe recursive clause dis-
cards the existing search space in order to save stack spatkafly to the implementation of
checkAl |).

Evaluation of theLAST predicate is potentially very expensive because it requiegative
validation of the selection predicate for each precedimgslot until the selection predicate is
satisfied. However, in some cases, considerable improveraarbe made to this. An example
of this occurs in the Active Bat system wherein the polled reatf the system permits the
application to make stronger assumptions about which svenuire validation.

5.7 Validation for the Active Bat system

The basic operation of the Active Bat system is shown in Figut8. The presented operation
is a functional model of system operation rather than a trakitectural description although
terminology is re-used where suitable. Tdrea-managefAM) is responsible for scheduling
and selects up to one Bat per timeslot for polling. The Bat isepobver the radio interface
and in turn broadcasts a narrow-band “squeak” over thesaltnad channel. Simultaneously,
the polling action triggers a timer reset for the ultrasdaation sensors deployed in the ceil-
ing array—typically there is one array per room. Upon recefghe ultrasonic pulse the ul-
trasonic sensors relay the estimated time-of-flight to twr's matrix manage(MM). The
multi-lateration algorithm is subsequently executed uffanset of time-of-flight readings in
the room’slocalizer nodgL)) to produce a location reading for the timeslot. Finallg torre-
lation node(C) pairs the produced location reading with the identifiernef polled Bat based
on the timeslot number. Timeslots in the system are allodayeheglobal clock(GC) which is
assumed to be available throughout the system. A systermytapht of the Active Bat system
includes one or more area-managers each of which can bedeoegito be allocated its own
portion (colour) of the available timeslots. This discossconsiders a system with a single
area-manager; generalisation to many area-manageraigihstorward.

The system operates with a set of identifiers for Béjsektended withl. The AM emits
identifier L to indicate no Bat has been polled. This model of the Bat systemuires that the
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Vi (t) V@) Vr,. ()
(ONE7) VIT" (t) VNONE(t’ n- 1) (ONE») VL_n <t> VONE(ta n— 1)
Vong(t,n) Vone(t,n)
VL_ (t) VNONE (t; n— 1) (ONEy)
(ONEg) ——= Vrong(t, —1
Vnone(t, n) NoE( )

VXM@) Vong(t, m) Cé(t)

(ch

Vrone(t, m) Vi) V()

©D)——— ©3) p#q
Ve (t)

Figure 5.14: Inference rules for validation in the Active Bgstem

outputs of theGC, AM, andMM nodes are implicitly trusted. The behaviour of the trusted
nodes is specified as follows:

e At each timeslot the GC node generates a clock tickf and is valid:

Vt. Eqolt, T) A V() (5.2)

e At each timeslot The AM node polls one Bat (from the sBtor L and is valid:

Vt. Ji € TU{L}.Eam(t, i) A Vi (D) (5.3)

e At each timeslot, ever¥IM is either positively or negatively valid. TRdM node might
not produce a sighting, in these instances it is assumedhilsas valid behaviour:

Vtm. Ving,, () V Van,, (t) (5.4)

Figure 5.14 depicts inference rules for validating the atigd each functional unit of the sys-
tem. Both the Localizer and Correlation nodes are partialtians. The Localizer node pro-
duces an undefined output if too few distance readings cgewar a unique location (checked
by Cy,,, (t)) or if the Matrix Manager does not produce an output. The CQaticen node is only
valid if exactly one Localiser node produces a sighting fa timeslot. This check is imple-
mented using th&ong predicate: either the current Localizer is positively daind all of the
remaining Localizers are negatively valid (as checked/hyni); or the current Localizer is
negatively valid and’ong is true of the remaining Localizers. Similarly, negativéidation

of the Correlation node succeeds if none, or more than ondedfdcaliser nodes produces a
sighting.

Applications wishing to monitor that the entire system isdtioning correctly for every sighting
must check that, for all timeslots, the correlation nodetisee positively valid (the location of
the Bat validates) or negatively valid (it is valid that nodtion was produced):
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V) Eclt,{acr31,L})
Vi (t)

(an™)

Vit Eaml(t,i

Vin(t) Vin(t)

Figure 5.15: Validation inference rules for thie predicate

V. V&) V Vg (1)

The following discussion considers a more discriminatipgl&ation which tracks events for
the usencr31. Events pertaining to other users are not directly used ®gfplication but they
cannot be completely ignored. Each of these extraneoussewarst be checked to be sure that
it is valid that it does not pertain to the user31. It is of interest how the application may
efficiently perform this check.

Events of direct interest to the application are specifiedgua selection predicate:

ID(t) = 3. Ec(t, {acr31,1})

This predicate is true for a timesloif the useracr31 has been located at some locatiofigure
5.15 shows the requirements for positivgt() and negative);;,) validation of this predicate.
Notably, for negative validation it suffices to show that thel node is valid and that the Bat
polled does not have identityer31.

5.7.1 Improving performance for the LAST predicate

ThelID selection predicate combines with th& ST predicate (defined in Section 5.6.1) in the
obvious way. This combination allows applications to destmte the last known position of
acr31. Checks for arentrycan be constructed in an analagous manner to that shown feagan
(Section 5.6.2).

The cost of checking. AST,(u, v) is of the order of the number of timeslots betweeandu.
Validation over a long time period will require a huge numbgchecks. However, it is possible
to substantially reduce this cost by adding additional fimmality to the original system. This
change permits low-cost validation of a search predicatetwim turn obliviates the need to
validate all the intervening timeslots betweeandw.

It is first assumed that there exists a search pred&gte, ¢) defined for a selection predicate
p. The search predicate gives the timeslstich that the predicajebecomes true for theth
time. The actual implementation of this predicate is disedsshortly. The properties of this
predicate are defined more formally as:

(ALLNEG) Sp(n’tl) _Sp(n + 17t2) 1 <t<tiy
Vo (t)




An additional inference rule for theAST,, predicate may now be given as:

S,(n,v Sp(n+1,w V(v
- p(1, ) o ) p()vgu<w

LAST,(u,v)

Applications may use theAST rule to reduce the cost of validating complex pieces of cdnte
through the use of search predicates. If applications asshat theALLNEG rule holds for

the system then the cost of checking th&ST, predicate becomes constant regardless of the
duration of the time period covered.

Unfortunately, applications cannot simply assume tat. NEG holds because doing so makes
an assumption about the validity of the system—the verygtitins supposed to be checking.

Thus applications must also validate that the search patalis producing the correct output
and therefore satisfying LLNEG:

VE. Sp(n,t1) ASp(n+ 1) ANty <t <ty =V (1) (5.5)

Simplistic verification of this equation requires checkalbthe sighting events betweenand
t,. This means that there has been no significant reductioreieftbrt required for validation.
However, for specific predicates, a small alteration to §stesn architecture allows a more
simple verification process for this equation.

In the case of théD selection predicate, it is sufficient to alter the AM nodelstlat it pro-
duces a count of the number of times each identifier has bekgdpoThis is achieved by
emitting events of the fornf, {i, c¢}) for timeslott indicating the number of timeg)that the
identifier ¢) has been polled. This specification is incorporated ineltigical model of the
system by augmenting the existing specification for the@adisodes (Equations 5.2-5.4) with
an additional assumption:

vtthtC. gAM(th {Z, C}) A\ (c:AM(tQ, {’L, c+ 1}) Nt <t<ty
=
Jjd-Eam(t, {4, d}) A j#i

Given this additional specification of system operatior, ¢skearch predicat§, may now be
defined:

SID(t, n) = SAM(t, {i, n}) A1 = acr31

Application of this optimisation strategy provides a clbanefit to the application by reducing
the costs of validating system operation. This is at the espef additional complication of the
system behaviour. The optimisations available depend @mature of the underlying system.
In Cantag, one cannot define as search predicate analagdus ¢tmé above because it any
tag could be sighted at any time. The Active Bat system is aamgg of a polled system and
so makes a decision about when particular Bats will be trackémte, that validation cannot
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(LAST)) (V;(t) = LASTp(t, t))

(LASTs) /\LASTp(t —1,t,) AV, (t) = LAST, (¢, 1))
(ALLNEG) ?Sp(n,tl) ASp(n+1,t) Aty <t <ty = V(1))
(LAST=) (_—;p(n, tp) NSp(n+ 1,t2) At, <t <ty A

Vi(t1) = LAST(t,t,))
(LAST+) E\Sp(n, DOASy(n+1t) ANt <t <ty A

Vo (t1) ANLAST (8, t,) = LAST,(2,t,))
Figure 5.16: Specification of validity proof f@L.AST«) and(LAST)

determine whether this is the correct decision and the nuitside Bat has been polled because
the polling decision occurs in the trusted area-manady®f)(component.

Finally, theLAST« rule does not replace the existing rules in the system becacsnnot prove
everything which is verifiable through the use of th&ST; andLAST, rules. For example,
if acr31 is polled by the AM but no position is successfully resolvedrtV;;, will not be true
and so the application will be unable to us&STx to validate the last known position of the
application.

An additional inference rule permits suitable reasoninthis situation:
Sp (n, tl) Sp (’I’L + 1, tQ) V; (tl) LASTp<t1, tp>

(LASTxs) t1<t<t
LAST,(t,t,) b=

5.7.2 Ensuring system safety

As can been seen from the example above it is possible toncenéidding additional inference
rules to the system in order to improve performance in paerccases. This must be done
with caution because validation frameworks aim to imprdveedependability of a system. Any
transformation is counter-productive if it introduces nemors.

The formalised notation used to describe the validationtaaathecks performed by the appli-
cation can be exploited to prove that new rules and optimisaido not permit false inferences
and inconsistencies.

To show the consistency of the system including the hé\8Tx inference rules it suffices to

show that the new rules logically follow from the existindesiin the system. In this situation

the new rules are completely defined within the existing psystem. This means they cannot
be used to prove anything unprovable in the original systedhsa, in particular, cannot intro-

duce unsoundness. This proof of soundness equates to deatiogshe truth of the hypothesis

in Figure 5.16.

In the interests of conciseness the proof of this hypothesisitted in favour of a specification
file for the theorem prover Isabelle/HOL [103]. This is shawirigure 5.17. The proof requires
mathematical induction only on the time interval betweerand ¢, due to the assumptions
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theory Bat
imports Main
begin

theorem laststar:
[Vt. VPPt — LASTP(t,t) ;
Vit tp. LASTP(t,tp) A VPM (Suc t) — LASTP(Suc t,tp) ;
Vit te n. SP(n,0) A SP(Suc n,te) N 0 < t ANt < te — VPM 1]
=
(Vtten. SP(n,0) AN SP(Suc n,te) N0 <t ANt<teN VPPO— LASTP(t,0))
A
(Vtntetp. SP(n,0) N SP(Sucn,ite) N0 <t Nt <te N VPMOANLASTP(0,tp)
— LASTP(t,tp))
apply (subgoal-tac
Y n te.
(Vt. SP(n,0) A SP(Suc n,te) N 0 <t ANt < te N VPP O — LASTP(t,0))
A\
(Vttp. SP(n,0) N SP(Suc njte) N0 <t ANt <te N VPMO N LASTP(0,tp)
— LASTP(t,tp))
)

apply (blast)
apply(rule alll, rule alll)
apply (subgoal-tac

[Vt. SP(n,0) A SP(Suc n,te) N0 <t ANt <te— VPMt]
=

(Vt. SP(n,0) A SP(Suc nite) AN 0 <t ANt < te N VPP O — LASTP(t,0))
A\

(Vi tp. SP(n,0) N SP(Suc nyte) N0 <t ANt <te N VPMO N LASTP(0,tp)

— LASTP(t,tp))

)
apply (blast)
apply (rule congl, rule alll)
apply (induct-tac t)
apply (simp-all)
apply(rule alll, rule alll)
apply (induct-tac t)
apply (simp-all)

done
end

Figure 5.17: Proof of soundness for tha ST predicates (Isabelle/HOL)
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theory SIDImpl
imports Main
begin

theorem sidimp:

[V t.3jd. EAM(t,j,d);V t. VAM(t) ;
V tt1t25dci. EAM(t1,i,¢) AN EAM(t2,i,Suc ¢) A t1 < t ANt < 2
e BAM(t,d) A j A i
YV tid. VAM(t) A EAM(ti,d) A i # acr81 — VIDM(t) |

_—
YV tintlt2. EAM(t1,i,n) AN EAM(t2,i,Suc n) A i = acr31 A
t1 <tAt<t2— VIDM(t)

apply (blast)
done

end

Figure 5.18: Proof of validity for the implementation8f, (Isabelle/HOL)

Sp(n,t1) andS,(n + 1, t2) in the conclusion. Without loss of generality the theoremesated
with a time offset such thaf,(n, 0) andS,(n + 1,t, — t1). This permits the application of the
induction tactic in Isabelle by recasting the inductionaoge betweef andt, — ¢;.

In a similar vein it is also possible to prove that the implatagon of Sy is correct. This is
shown by showing that the additional AM assumption du&ie combined with the trusted
component assumptions of the AM (Equation 5.3) and the ivegelidation rulelD; implies
the correctness of the LLNEG predicate for the region of time of interest (Equation 58)e
proof of this is shown in Figure 5.18 in which the definition&f, has been substituted for its
expanded form€ay(t, {i,n}) A ¢ = acr3l. Itis worth noting that this final proof is a nicety
that arises from the logical embedding of the Active Bat systet is unlikely that this proof
will be possible for more intricate search predicates.

The rules which an application may use for validation may iesved as axioms of a logical
reasoning system. Applications must trust that the systfimet by these axioms is consistent
and expresses the intent of validation. The ability to pribva new rules do not permit vali-
dation beyond that possible with the original rule-set i®agrful tool because the application
does not have to implicitly trust these new (and probablyeremmplex rules). Instead, these
new rules may be validated against the original axioms oys¢em.

Use of an automated theorem prover for these results peusets of the optimised predicates
to check for themselves that the optimisations are valid@mdot introduce inconsistencies.
This is analagous to the vision of Proof-carrying Code [102yhich programs are distributed
with an outline for a proof of correctness which may be vedlifie a theorem prover prior to
execution.

5.8 Usage Modes

Its is often the case that the cost of validation will be toghhfor an application to validate
all outputs of a distributed system for errors. Howeverréhee a number of tradeoffs which
applications can exploit to approach this ideal.
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Applications may elect to statistically check some proporof the system results based on
application-specific criteria. High security or high rélility applications (such as fire warning
systems or door locking systems) might use frequent checlkesisure a high probability of
failure detection. Applications making soft operationabgantees (such as notification that
fresh coffee is available) might accept a lower probabdityailure detection.

Stratified sampling of events allows applications to maganhe effect of the validation checks.
For example, when validatingAST, (¢, t,) an application will provide better operational guar-
antees if it check¥ (¢,) for the last location sighting that was made (from rLileST, ) rather
than checking/; (u) for some intervening timeslotj betweent, andt (from rule LAST5).
This corresponds, in general, to preferring positive \almh checks over negative checks.

Administrators might choose to deploy fixed high-power ridéo the network which perform
continuous validation of system operation (or some subseebf). These nodes are not subject
to the same constraints in bandwidth and power that a mopgbcation must abide by.

Network test nodes might check all events from the systenedopm statistical testing based
on the needs of the currently deployed applications.

If a user of an application is provided with an interface withich to indicate failure then
validation can be used to produce a failure report for postdnalysis. Personal experience in
using and managing a Sentient Computing environment irebdatt the users of applications
often identify system inconsistencies and errors when ticeyr.

User-triggered testing may also be configured to evaluatedjection heuristics in the system.
If a user asserts that a failure is due to a false negativedixstiem traces may be re-executed
with different rejection heuristics to help identify theufawhich caused it. Development of
suitable interfaces for this is a topic requiring furtherastigation.

5.9 Implementation Considerations

Minimising the size of each trusted component gives a nurobadvantages for validation.
Firstly, the amount of code which is uncheckable througlidasion is reduced. Secondly, if
the system produces an invalid output (perhaps this fastsisrgéed by a user of the system) and
validation of the data succeeded then the system admiaistrean be confident that the source
of the error is in the trusted components of the systems anfhes thereof.

It has also been demonstrated through the optimisationeof. 85T predicate that judicious
addition of new functionality to the trusted componentshef system can have large benefits to
application performance.

These observations suggest that designers should minthmezeize and functionality of the
trusted components of the system before judiciously adofiragiditional features to meet the
needs of applications.

The primary challenge when implementing validation for ateyn is that of specifying the
acceptance tests. This problem is common throughout haedaval software verification. An
example of this occurred when implementing validation fontag’s contour follower. The
acceptance test checked that all the points returned astaucactually lay on the edge of a
shape and that no unreported edges remained in the origiagle. 1t was only subsequently
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discovered that the contour follower was (in certain cak#l)wing each contour in the image
twice—a failure mode which still passed the test criteriavbich had a marked performance
impact.

It is also the case that for most tests it is possible (witlefimowledge of the test) to engineer
a result which will pass the test but not represent the acaigiiata. For example, the contour
follower test above would also accept a set of one pixel agstavhich enumerated all edge
transitions in the image. This makes the use of validatigrdtect against malicious alteration
of data problematic.

Existing techniques for reliability such as multiple-redant software components and soft-
ware verification can be used in tandem with validation. détion provides the additional
advantage to these systems that when the system fails isystedocate the responsible com-
ponent. Additionally, reverse checking of the result fréra tata is a realistic means to achieve
an independent check of an algorithm’s result becausedefoan entirely different implemen-
tation of the computed function.

5.9.1 \Validating historical events

Validation of temporal context such as thatry event requires validating events which have
occurred some arbitrary time in the future. Up to this pdna tuple-space for events has been
assumed capable of storing all events for all time. One @mp#thod for implementing this is
to propagate all events (including intermediate eventsuidh the network to all applications.
Discarding unneeded events may then be done in an apphiespiecific manner. However,
there are serious efficiency drawbacks to this approackcpkatly for applications running on
low-power, mobile devices.

A more practical implementation is to include a number ovaek repositories of events which
applications can query for events of interest. These rémass will still need to discard events
due to limited storage capacity. Events might be discardedrooldest-first basis or more
intelligently with reference to the contextual specifioas of the running applications or in
keeping with statistical validation efforts.

The investigated deployment of the Active Bat system coveraraa of approximately00m?
and has a total of 409 ceiling receivers spread over 23 Mislaimagers. Each Bat identifier is 48
bits [2] and the timeslot number occupies 80 bits (extenda its original size of 35 bits [145,
p49]). The maximum amount of data to be stored for validgpientimeslot is therefore:

Timeslot number 80

Polled bat identifier 48

1 distance value per receiver 409 x 32
X,y,Z value per localiser 23 x (32 + 32+ 32)
ID,x,y,z value 96 + (32 + 32 + 32)
Total 15616 bits

Each timeslot in the system is approximateiys in duration. This equates to approximately
9 x 10° bits per second. This is roughly 30 hours of dataffe® Gb of storage and so it is
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feasible to imagine that discarding data on an oldest-faisisowould leave ample historical
information for most applications.

The storage costs for Cantag are substantially higher thein@me instance of the system uses
a 640 x 480 pixel resolution camera producing 8-bit grey-scale imaages rate of 50 frames-
per-second. The storage of this alone is approximdt@yx 10° bits per second. This is of the
order of one hour pet00 Gb of storage. It is conceivable for applications to wish tosma
over longer periods than this and so data acquired at tlesweds to be selectively discarded.

There is potential here for application of data compresssmhniques to reduce the storage
burden. Standard lossless data compression techniquéikedyeto be highly effective on
the highly redundant data from the Active Bat system and ttegnmediate data from Cantag.
Inter-frame compression techniques such as MPEG encodigigf miso be applicable to data
because it is likely that many sightings will be similar te threvious timeslot. For example, in
Cantag a moving tag will generate a translated sequence tdusn The affect of lossy coding
algorithms (such as MPEG) on the validation process wouddi ne be estimated prior to using
this technique.

5.10 Summary

Validation is a useful tool for improving the reliability @peration of an entire context-aware
system. In many cases cheap checks are available for thesregsmputed by functional units
in the system. Validation also provides a general mechafosintegrating specific checks on
a system’s observable metrics directly into the relevant plathe system. Validation archi-
tectures for Cantag and the Active Bat system have been pegesembgether these systems
demonstrate a number of important features of locatioresystvhich must be accommodated
by validation frameworks.

Various optimisations to validation are possible. Thedewpations are of general use because
they provide means to reduce the number of checks requigaddiess of their implementa-
tion. The strategies for improving performance take a nurobdifferent forms. The addition
of heuristics for discarding invalid data early in the pregiag pipeline can be used to direct
validation costs away from more expensive checking funstiddasing these heuristics on the
theoretical understanding of system behaviour (algoiithdependability) allows designers to
avoid the possibility of introducing false negatives.

It is possible to transform the trusted components of théesysn order to permit more effi-
cient validation of particular pieces of information. Therhalism developed for expressing
validation has been applied in this context and used to shewdaundness of an example trans-
formation which reduces the validation cost of thaST predicate. This allows designers
to increase the complexity of the validation rules to effithe support particular applications
whilst guaranteeing the safety of these transformations.

Faults which were internal to the system and difficult to krdown are explicitly externalised
by the validation approach. This allows users and admatwts to identify suspect compo-
nents if the system produces invalid outputs. Validati@o drmalises the extent to which an
application may ignore partial failure of the underlying®®m increasing system availability as
well as dependability.
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Chapter 6

Conclusion

The quantity, complexity, and heterogeneity of devices xypeet to manage and operate contin-
ues to increase. Reducing the cognitive load imposed by tefuhese devices is a growing
issue. Sentient Computing systems have the potential td flni§ goal by coexisting with
people in the real, physical environment. However, the oatrained, continually changing
environment (and people within it) creates particular peois for system designers causing
failures during the runtime operation of the system. Thedares mean that must invest time
discerning the status of the system and repairing its faatker than intuitively interacting with
the system. Dependability aims to solve this issue by detpéults and allowing applications
to adapt to them.

6.1 Investigation Platform

This work began with the development of Cantag, a markerebaiseon (MBV) location sys-
tem for Sentient Computing. A significant achievement in thplementation of Cantag was
the provision of transparent operation. Transparent diperallows entities outside the system
to view internal processing state and results. This is tigdmia the location of faults and allows
monitoring of the performance of particular processingatgms. Cantag is freely available,
open-source software, and embodies a robust, reliableoptatvhich is available for future
research into Sentient Computing.

The use of the OpenGL test harness integrated into Cantafighitgd some necessary refine-
ments to some of the approaches used in MBV systems. The dasfoegational invariance
was provided as an abstraction which allows designers offrtewzial marker tags to apply
existing mathematical coding techniques to their tags. TrresformEllipseFull algorithm pro-
vides significant improvement to the decoding techniquesifoular tags. This algorithm is an
extension of an existing “Pose from Circle” algorithm. Sigrant ambiguities in the original
algorithm were identified and rectified.
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6.2 Performance Metrics

Algorithmic dependability has been introduced as the stfdijhe theoretical behaviour of a
system. Two classes of metric have been identified for daagrthe performance of a location
system:

e Predictive metrics allow evaluation of the suitability of the current systenpldgyment
for the set of desired applications;

e Observable metricspermit runtime evaluation of system performance by estirggier-
formance from the observed data without relying on unknovaugd-truth values.

A high-level, information theoretic analysis provided theedictive sample distancenetric
which describes the current tag’s amenability to decodifgis metric applies to all marker-
based vision systems which operate on 1-bit black and widége data. Optimised layouts for
circular tag designs were deduced from this insight.

The more specialisesample strengtimetric incorporates errors in the estimated positions of
the datacells on the tag. An observable equivalent to thisieneas hypothesised and validated
both in simulation and with real-world data. The absoluteateon accuracy of Cantag was
also investigated both in simulation and in with real worldad A dependable tag design and
processing pipeline was identified whose real world peréoroe most closely agrees with its
predicted behaviour.

6.3 Validation

Observable metrics should be provided to applicationsratirae for evaluation of the system’s
current behaviour. However, insertion of these tests intorming system requires in-depth
knowledge of the system. Furthermore, due to time, spackcast restrictions other sources
of failure such as algorithmic errors and implementatioobpgms are likely to still occur in
real systems.

Validation provides a means for evaluating these systemaip metrics as well as executing
low-cost checks on the intermediate results produced bgybem.

The reasoning process required for data validation is coamdly performed by logic program-
ming languages. An example implementation has been desicusing Prolog extended with
suitable external predicates for performing the checkse ddsts of validation are strongly
dependent upon the number of entities requiring validatloecks as they flow through the sys-
tem. Particular optimisations to the reasoning process hagn demonstrated which ameliorate
these costs. The first approach is to augment the procesgpieling with heuristics identified
from the algorithmic analysis of the system. Additionalbgical transformations of the vali-
dation process can have a significant impact by exploitintjquaar features of the system in
guestion. The application of automated theorem proverproving the correctness of these
transformations was demonstrated in order to ensure thaetmore complex transformations
do not detract from system correctness.
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6.4 Future Work

Investigating the dependability of a system is necessarndyocess specific to the system itself.
At this level, there remain further avenues of investigatath Cantag itself. In particular,
more investigation is possible into detecting lightingiaaons and understanding its effects:
these changes seem to cause a dilation or erosion of thé batgeye of the tag and so should
be detectable because they alter the relative radii of tgesedCantag can also provide the
platform for further comparison of the performance of imggecessing algorithms or for the
evaluation of newly proposed procedures.

The initial focus for dependability has been into statelstems without feedback. The next
step is to examine the limited feedback which occurs in sorstems. In the Active Bat system,
for example, there is a feedback path from applications wisaused to request an increased
polling rate for particular Bats. It will also be interestitmextend the algorithmic dependability
analysis for a system in order to derive suitable a priorbphulities for use in stateful filters.
Predictive and observable metrics for the outputs of thdtsedfiare likely to be significantly
more complex due to the importance of historical data.

Currently it is hard to reconcile the level of transparentrafien and system knowledge re-
quired for dependability with current practices of systdosteaction and location system in-
dependent middleware. Validation may provide a means t@aehhis through its formalism
of the reasoning process. The application of validationtb@osystems and applications may
provide additional insights into how to practically actedhis.

A further step on the road to a dependable system is to exappigation adaption. Application-
specific mechanisms for responding to problems detectedghrvalidation must be provided.

The benefits of displaying uncertainty directly to usersehbegun to be investigated by re-
searchers [8]. The benefit of exposing this information weithe increased cognitive load it
imposes requires additional study.

6.5 Summary

Currently, Sentient Computing is failure prone due to thedliffies of interacting with users
in the physical environment. Dependability is best progiffem the lowest level of the system
and so should be considered by designers at the early sthggstem conception. It is cer-
tainly the case that the difficulty of building and implemegtreal, reliable systems should not
be overlooked or underestimated. However, this must notibeed to mask other fundamen-
tal issues such as algorithmic instability or sensing diffies. Transparency is an important
concept when tackling this issue. The application of the@gghes and concepts developed in
this work have an important role to play in Sentient Compubgidhelping users to intuitively
understand the behaviour of devices and how to interacttivlsystem when failures occur.
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