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Prologue



Mathematics is getting formalised!

Liquid tensor experiment

Diagonal Ramsey

Cap set problem

Brand new results, often formally checked before the referees!

Polynomial Freiman–Ruzsa



But why? Here’s one reason

The footnotes on a single page (118) 
of Jech's The Axiom of Choice



Using what? A proof assistant

✤ A language for abstract 
concepts and assertions

✤ … and another language 
for expressing proofs.

✤ An interface for doing 
proofs interactively 

✤ … and for managing a 
large formal development

✤ Simplification and other 
proof automation

✤ Libraries of undergraduate 
level mathematics



Commonly used formalisms

Higher-order logic, also known as simple type theory

Relatively simple, allowing good automation
HOL Light, Isabelle/HOL … 

Calculus of constructions or other dependent type theory

Stronger than ZF, and supports constructive proof
Agda, Coq, Lean …



Formalisation is not new

✤ Euclid: unifying Greek geometry under an axiomatic system

✤ Cauchy, Weierstrass: removing infinitesimals from analysis

✤ Dedekind, Cantor, Frege, Zermelo: set theory and the axiom of choice

✤ Whitehead, Russell, Bourbaki: formal (or super-rigorous) mathematics

✤ de Bruijn: the AUTOMATH type theory and proof checker; also 
Trybulec and Mizar 

Now it’s widely accepted that all 
mathematics is formalisable



But is all maths really formalisable?

As to the question what part of mathematics can be written 
in AUTOMATH, it should first be remarked that we do not 
possess a workable definition of the word "mathematics". 

Quite often a mathematician jumps from his mathematical 
language into a kind of metalanguage, obtains results 
there, and uses these results in his original context. It 
seems to be very hard to create a single language in which 
such things can be done without any restriction.         

– NG de Bruijn (1968)



Formalising Maths in Isabelle/HOL



2017–23: ALEXANDRIA

Aim: to support working mathematicians

… by developing tools and libraries

What areas of mathematics 
can we formalise?

What sorts of proofs 
can we formalise?

(ERC Project GA 742178)



Existing Maths in Isabelle (2017)

✤ Lots formalised already

✤ But... was it sophisticated 
enough? Modern enough?

✤ We had to explore our 
boundaries, and compare 
with dependent type theories

Analytic number theory, e.g. 
Hermite–Lindemann

Homology theory

Measure, integration 
and probability theory

Matrix theory, e.g. Perron–Frobenius

Complex analysis: residue 
theorem, prime number theorem



Some warmup formalisations

✤ Irrational rapidly convergent series, formalising a 2002 
paper by J. Hančl

✤ projective geometry and quantum computing

✤ counting real and complex roots of polynomials; 
Budan–Fourier theorem

Our focus: recent, sophisticated 
or potentially problematical material



Another early experiment (2019):  
algebraically closed fields

Every field admits an algebraically closed extension
(Example: adjoining a root of  to  to get )x2 + 1 ℝ ℂ

In general, a limit of field extensions
K = E0 → E1 → E2 → ⋯ → En → ⋯

obtained by adjoining roots. We can 
form this limit using Zorn’s lemma

The work of two summer students, Paulo de 
Vilhena and Martin Baillon, and the first 
formalisation of this result in any system.



Taking over a special issue of 
Experimental Mathematics

✤ Irrationality and transcendence criteria for infinite series, 
incorporating Erdős–Straus and Hančl–Rucki

✤ Ordinal partition theory: delicate constructions by Erdős–
Milner and Larson on set-theoretic combinatorics

✤ Grothendieck schemes: answering a challenge by Kevin 
Buzzard (and completed on the first attempt)

 These formed 3 of the 6 papers in the special issue



Upping our ambitions

✤ extremal graph theory

✤ additive combinatorics

✤ combinatorial block designs

✤ graduate-level number theory

✤ strict ω-categories 



Szemerédi’s regularity lemma, and 
Roth on arithmetic progressions

For every , there exists a constant  such that every graph has an 
-regular partition of its vertex set into at most  parts.

ϵ > 0 M
ϵ M

An -regular partition is where the edges between 
different parts behave “almost randomly”
ϵ

The key tool in the study of large graphs

Every subset of the integers with positive upper asymptotic 
density contains a 3-term arithmetic progression.



Additive combinatorics

The study of the additive structure of sets, with 
numerous applications across mathematics



This topic concerns the sumset  

for a given abelian group 

and the iterated sumset: the -fold sum 

A + B = {a + b : a ∈ A, b ∈ B}
(G, + )

n nA = A + ⋯ + A

Plünnecke–Ruzsa inequality: 
an upper bound on mB − nB

Khovanskii's theorem:  grows like 
a polynomial for sufficiently large 

|nA |
n

Balog–Szemerédi–Gowers: a deep result 
bearing on Szemerédi's theorem

Kneser's theorem and the Cauchy–Davenport 
theorem: lower bounds for  |A + B |



Combinatorial structures

✤ dozens of varieties of block designs, hypergraphs, graphs 
and the relationships among them

✤ E.g. Fisher’s inequality for balanced incomplete block 
designs

✤ probabilistic and generating function methods

✤ advanced techniques using Isabelle’s locales

PhD work of Chelsea Edmonds



Some Papers We Formalised













What Did ALEXANDRIA Achieve?



legible proofs

no borders between 
mathematical topics …and no topics off-limits

good performance

sophisticated, modern 
mathematics

good automation



No borders between topics



✤ We combined probability with combinatorics

✤ … transfinite recursion with holomorphic functions 

✤ we are perfectly fine without dependent types

✤ with locales we can handle multiple inheritance 
(“diamonds”)



Performance matters too!

✤ 14 seconds for Szemerédi’s regularity lemma

✤ 15s for Erdős–Straus theorem on irrational series

✤ 50s for ordinal partitions

✤ 1:11 for Balog–Szemerédi–Gowers

✤ 1:04 for Grothendieck schemes

✤ 1:03 for Roth’s theorem on arithmetic progressions
Run on a 2019 iMac, 3.6 GHz 8-Core Intel Core i9



What we get from Lean fans

You never prove anything hard

… only the work of two Fields medalists (Roth, Gowers), 
an Abel prize winner (Szemerédi) and Paul Erdős. 

Our proofs are nicer Oh?

You need dependent types

We can get  from  without 
worrying about definitional equality

T(i) = T( j) i = j



On the Legibility of Proofs



Is a proof a proof just because Lean agrees it’s one? 
In some ways, it’s as good as the people who 

convert the proof into inputs for Lean.

– Andrew Granville



A small summation identity



Aside: Ramsey’s theorem

For all  and  there exists a number  such 
that every graph with at least  vertices 

contains a clique of size  or an anti-clique of size 

m n R(m, n)
R(m, n)

m n



Proving R(m + 1, n + 1) > mn

✤ Construct a graph with  vertices, containing

✤ No clique of size , and

✤ No independent set (anticlique) of size 

✤ The vertices are pairs 

✤ The edges join every  with 

m × n

m + 1

n + 1

(x, y)

(x, y) (x′ , y)



Our  graph, with its edgesm × n









Why should proofs be legible?

✤ Legible proofs can yield insights 

✤ No need to trust the proof if you can actually read it

✤ Proofs can be maintained, refactored, reused



Lessons and Conclusions



It is in principle impossible to set up a system of 
formulas that would be equivalent to intuitionistic 
mathematics, for the possibilities of thought cannot 
be reduced to a finite number of rules set up in 
advance.

– Arend Heyting (1930)



Thus we are led to conclude that, although 
everything mathematical is formalisable, it is 
nevertheless impossible to formalise all of 
mathematics in a single formal system, a fact that 
intuitionism has asserted all along.

–Kurt Gödel (1935)



✤ But simple type theory (higher-order logic) worked 
fine for practically everything 

(Whitehead and Russell were basically right)

✤ We found nothing that we couldn’t handle, and never 
had to redo a development 

✤ Although we never had to fight the formalism,  
newcomers do struggle with the system



What areas of mathematics 
can we formalise?

What sorts of proofs 
can we formalise?

Everything we tried: combinatorics, number theory, 
algebra, complex analysis, quantum computation, …

Err… Correct proofs that don’t have large gaps

[and where AC is admissible]



Some Obstacles

✤ The immensity and variety of mathematics 

✤ Organising libraries (including variant entries)

✤ finding things in these libraries

✤ The difficulty of proving the obvious 
(recall de Bruijn’s observation) 



Many thanks to my postdocs

Anthony Bordg

Angeliki Koutsoukou-Argyraki

Wenda Li

Yiannos Stathopoulos

… and to my many colleagues and students



Many thanks to the European Research Council for funding
Advanced Grant ALEXANDRIA (Project GA 742178) 


