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ABSTRACT

Cryptographic distance-bounding protocols verify the prox-
imity of two parties by timing a challenge-response exchange.
Such protocols rely on the underlying communication chan-
nel for accurate and fraud-resistant round-trip-time mea-
surements, therefore the channel’s exact timing properties
and low-level implementation details become security criti-
cal. We practically implement ‘late-commit’ attacks, against
two commercial radio receivers used in RFID and sensor net-
works, that exploit the latency in the modulation and decod-
ing stages. These allow the attacker to extend the distance
to the verifier by several kilometers. We also discuss how
‘overclocking’ a receiver can make a prover respond early.
We practically implement this attack against an ISO 14443A
RFID token and manage to get a response 10 ps earlier than
normal. We conclude that conventional RF channels can be
problematic for secure distance-bounding implementations
and discuss the merits and weaknesses of special distance-
bounding channels that have been proposed for RFID appli-
cations.

Categories and Subject Descriptors

K.6.5 [Management of Computing and Information
Systems]: Security and Protection—authentication, phys-
ical security; C.3 [Computer Systems Organization]:
Special-Purpose and Application-Based Systems—real-time
and embedded systems; C.2 [Computer Systems Organi-
zation]: Computer-communication networks
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1. INTRODUCTION

Physical location can provide a measure of trust in secu-
rity applications. In some systems, users are granted privi-
leges or services based on their proximity or location. Veri-
fying the location of a device, through authentication proto-
cols, is therefore an important security mechanism. Whereas
location services provide absolute location of devices within
a network, distance-bounding protocols only aim to prove
the proximity of two devices relative to each other. Dis-
tance bounding only involves two parties, a prover and a
verifier, and allows the verifier to place an upper bound on
the physical distance to the prover, without assistance from
a third party.

Brands and Chaum first proposed a distance-bounding
protocol that could be used to verify a device’s proximity
cryptographically [3]. Their design relied already on a chan-
nel where the prover can reply instantaneously to each single
binary digit received from the verifier. Since then, other such
protocols have been proposed, to prevent relay attacks in
proximity identification tokens [5] and to prevent wormhole
attacks in sensor networks [9,10]. These are only a few exam-
ples of distance-bounding protocol proposals and numerous
more exist, not only in the one-to-one proximity identifica-
tion context but also as building blocks for secure location
systems [8]. All these protocols contain a phase where the
round-trip time of a cryptographic challenge-response ex-
change between the verifier and the prover is measured and
used to estimate the distance between the two participating
parties.

The security of such time-of-flight distance-bounding pro-
tocols depends not only on the cryptographic protocol itself,
but also on the practical implementation and the physical at-
tributes of the communication channel. It must ensure that
attackers cannot manipulate the transmission and reception
time of individual bits at the physical layer. Therefore, it is
crucial that the design of such a protocol is carefully inte-
grated with the underlying physical layer of the communica-
tion channel. The channel must not introduce any latency
that an attacker could bypass with alternate implementa-
tions of transmitters and receivers or by using a different
medium. For example, ultrasound is not a good medium
since the propagation speed is much slower than that of ra-
dio waves, leaving the system vulnerable to relay attacks.
Such low-level implementation details are easily forgotten
in a design, despite their importance.

In this paper we discuss the suitability of conventional ra-
dio channels, as used in sensor nodes and RFID systems, for
distance-bounding implementations. We discuss the RF re-



ceiver structures often used in these systems and investigate
how an attacker can circumvent round-trip-time measure-
ments by exploiting latency in the demodulation and decod-
ing stages. Practical examples of late-commit and overclock-
ing attacks are also presented. Finally, we look at existing
proposals for communication channels specifically designed
for distance bounding and comment on their effectiveness.

2. ATTACKSAT THE PHYSICAL LAYER

Distance bounding protocols require accurate timing in
order to estimate the round-trip time (RTT) of challenge-
response pairs. Consider a simple system where the verifier
starts a timer when it has sent a challenge bit and stops
the timer when it detects the start of a response bit sent
by the prover. If all system components have a predictable
time delay, the verifier now has a good RTT estimate and
can therefore calculate an upper bound on the distance to
the prover. Accurate timing alone does not, however, ensure
that the protocol is secure, as the actual response value still
needs to be determined. If an attacker could start a response
within the allowable time period but still change the value
at a later stage, once he knows the correct response, the pro-
tocol’s security would be compromised. The verifier must,
therefore, ensure that the prover commits to the response
value at a well-defined point of time, which effectively links
the time measurement with the cryptographic exchange.

We introduced the idea of ‘Deferred Bit Signaling’ in [1],
an attack on receivers that integrate the signal amplitude
over an entire bit period. The attacker could send no energy
for the initial ™=! of the time interval and then send an
m-times stronger-than-normal signal during the final % of
the time interval reserved for the bit. The result of the
receiver’s integration would be the same, but the attacker
can delay committing to a bit’s value by T"Tfl of the bit
period. This notion, that an attacker can change a bit’s
value after its transmission time has begun, was the starting
point for the work presented in this section. We build on this
idea and show that late-commit attacks can be implemented
in a number of ways, by exploiting different features of the
receiver’s decoding and demodulation architecture.

The late-commit attack can be used in both distance fraud
(where the prover is fraudulent) and relay attacks (where a
third party interferes with the channel). A fraudulent prover
can commit distance fraud by preemptively guessing a re-
sponse and then, if required, changing it to the correct value
once the challenge is received. In relay attacks the attacker
cannot avoid introducing a delay when relaying the chal-
lenges and responses, which could cause the round-trip-time
to exceed the limit set by the verifier. The attacker can use
the late-commit attack to guess the prover’s response and
then, if needed, change his guess once he receives the actual
response from the prover. In this case an attacker would im-
plement a special receiver that determines the response of
the prover early in the bit period, which still gives him time
to alter his response. This technique can also be used to
‘shorten’ the time taken to relay the challenge from the ver-
ifier to the prover. An example of this type of relay attack
is shown in Figure 1.

2.1 The Communication Channel

A typical communication channel consists of a transmit-
ter sending data to a receiver using an RF carrier. Data
sent over this channel must first be encoded and then mod-
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Figure 1: In this variation of the relay attack, the
attacker gains time when the proxy prover estimates
the value of the challenge bit from the verifier early
on in the bit period, and the proxy verifier transmits
m times the symbol amplitude to the prover in the
final %-th of the bit period. The process is then
repeated for the response bit, albeit with the proxy
verifier and prover swapping roles.

ulated onto the carrier. Coding changes the binary data into
a base-band signal suitable for the transmission channel and
aids the receiver in recovering the data, e.g. Non-Return-to-
Zero (NRZ), Manchester, etc. Modulation is the process by
which the amplitude, frequency or phase of an RF carrier
is altered in relation to this baseband signal. The receiver
must then perform demodulation and decoding to recover
the data, as shown in Figure 2.
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Figure 2: Data recovery at the receiver

2.1.1 Super-Heterodyne Receivers

Sensor nodes generally use RF carriers in the ISM bands
(315 MHz, 433 MHz and 2.4 GHz) with simple modulation
schemes such as amplitude shift keying (ASK) or frequency
shift keying (FSK). For example, the popular Mica2 node
by Crossbow Technology [11] uses FSK at 315/433 MHz.
Most such RF receivers, including the Chipcon CC1000 [14]
on the Mica2 node, use the super-heterodyne architecture
shown in Figure 3.

The incoming carrier is mixed down, using a synthesized
clock from a phase-locked loop (PLL), to an intermediate
frequency band (IF) where it is filtered and amplified. The
IF stage often contains a limiter, to prevent saturation in the
remaining receiver circuitry. The coded data is demodulated
off the IF carrier and quantized by a data slicer. For ASK,
the IF carrier is rectified and passed through a low-pass filter
(envelope detector), while the carrier is fed into another PLL
for FSK. The data slicer is usually a comparator with a dy-
namic reference. This stage may include additional low-pass
filters to remove high frequency glitches. Some receivers also
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Figure 3: Functional diagram of a generic super-
heterodyne RF receiver

do decoding, but most of the time this function is performed
by another logic device, such as a micro-controller or FPGA
connected to the receiver. For the practical work in this
paper, we used the MAXIM 1471 433.92 MHz ASK/FSK
receiver evaluation board [15] and the RF Solutions RRFQ2
433.92 MHz FM receiver [12].

2.1.2 RFID Receivers

RFID tokens used for proximity authentication use a HF
carrier with a two-stage modulation process. The coded
data is first modulated onto a low-frequency (847 kHz or
423 kHz) sub-carrier before being amplitude modulated onto
the 13.56 MHz carrier. RFID receivers use an architecture
similar to the one shown in Figure 4. First the 13.56 MHz
carrier is demodulated. This can be done by rectifying the
carrier and passing the result through an envelope detec-
tor. Alternatively, a zero-IF system could be implemented,
where the received signal is mixed with a 13.56 MHz clock.
The signal is then low-pass filtered to leave only the modu-
lated sub-carrier, which is then amplified, demodulated and
digitized.
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Figure 4: Functional diagram of a generic 13.56 MHz
RFID receiver

For our experiments, we used the NXP MF RC531 con-
tactless reader IC [20]. This receiver uses an 1Q demodula-
tor to recover the coded data from the sub-carrier and also
performs decoding. During the demodulation process, the
received signal is correlated with an expected base function,
which produces a peak in the output whenever the signal
corresponds closely to the base function. A general correla-
tion receiver with N correlators projects the received signal
r(t) onto N basis functions fi(t) [21, pp 233-244]:

T
yk:/ PO fe(t)dt, k=1,2,..., N
0

Here, [0,77] is the time interval of one symbol, each of which
can represent several bits. In the simple case of rectangular-
shaped pulses representing individual bits, as used by the
shift-keying receiver examined here, we have only a single
basis function, which is rectangular, and the correlator just

integrates the time interval [0, 7] assigned to each bit:

Y= /OTB r(t) dt

So in our test case, the correlator is just an integrator,
and this receiver architecture is ideal for testing the ‘De-
ferred Bit Signaling’ attack. For comparison we also studied
the Melexis MLX90121 13.56 MHz RFID transceiver [16].
This receiver’s data sheet does not describe how it performs
the required sub-carrier demodulation, but it does contain
an additional ‘majority voting’ step to help filter noise and
correct distorted signals during digitization. An example of
a majority voting scheme is shown in Figure 5. Multiple
samples are taken over the bit period, and at the end, a
decision is made as to whether the signal should be high or
low. This is, in effect, similar to integrating over the bit
period, or averaging, and comparing to a threshold, except
that here binary threshold decisions are made both before
and after adding up all samples taken for one bit.
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Figure 5: Example of majority voting over a bit pe-
riod. Here the receiver samples the incoming signal
Bi,2,3 seven times during each bit period 7. It then
decides, based on the vote, whether to make the
corresponding output D; > high or low.

2.2 Late-Commit Attacks

We implemented ‘late-commit’ attacks against two RF
chips that use the above receiver and decoder structures. In
both cases, it was possible to start transmitting a response
and then change the value of this response later during Ts.
We used two different experimental setups to implement the
attack. We then discuss optimized attack strategies against
these and several other commonly used decoding techniques,
as well as counter measures and clock attacks.

2.2.1 Example 1. UHF Data Transceiver

In the case of the Maxim 1471 ASK/FSK receiver, we
connected an RF signal generator (HP E4421B) directly to
the antenna input and provided a 433.92 MHz carrier suit-
ably modulated with a data stream generated by an FPGA
board. Our aim was to exploit the low-pass data filters in
the AM demodulator and data slicer to implement a ‘late-
commit’ attack. These filters are designed to both remove
unwanted demodulation products, as well as glitches with



(a) Bit 2: ‘I’=‘0’, Bit 7: ‘0’—*1’

(b) Bit 7: Ta ~ 22 us = 6.6 km (at speed of light)

Figure 6: Late-commit attack exploiting the receiver’s data filter.

a shorter duration than the bit period Ts. This, however,
means that if the attacker changes his response after a short
time period (T'a), his initial incorrect response is filtered out
and the receiver outputs the expected data stream.

Figure 6 shows an example implementation of this attack
against the Maxim 1471 receiver. The top waveform, in (a),
shows the irregular data stream and the bottom waveform
shows the output of the receiver. In the example, a Manch-
ester encoded data stream (10101010) is transmitted and
bits 2 and 7 are changed to illustrate the attack. In (b), a
magnified trace of bit 7 showing Ta and Ts is shown. The
attacker assumes that the next bit will be the inverse of the
current bit and starts to transmit the relevant data. He then
finds that either he is correct, in which case he keeps with
his current value, or that he is wrong and he changes the
value accordingly.

In our case an attacker can still commit to the right value
Ta = 2022 us after he started the response, and his in-
correct attempt will be filtered out by the receiver. The
demodulated data will be the same as if he guessed the re-
sponse correctly from the start and the receiver output will
be as expected by the verifier.

2.2.2 Example 2: 1SO 14443 Reader

In the case of the NXP MF RC531 contactless reader IC,
we used an ISO 14443A compliant test PICC (proximity in-
tegrated circuit card), described in [19], to load modulate the
13.56 MHz carrier with a data stream from the FPGA board.
The data steam was formatted according to ISO 14443A i.e.
106 kbit/s Manchester coded data. The NXP MF RC531
has several debugging outputs that allowed us to observe
the signal waveforms at different stages in the receiver.

This time, our aim was to exploit the integrator to not
having to commit to a bit value at the start of the bit pe-
riod. We start to respond with some arbitrary value and
then change it once the attacker knows the correct one. This

only must happen soon enough to ensure that the correlation
result ends up on the correct side of the decision threshold.
Figure 7 shows an example implementation of this approach
where the PICC answers with an ATQA (Answer to Re-
quest: Type A) in response to a REQA (Request: Type A)
command from the reader. The top trace, in (a), shows the
irregular data stream, the second trace shows the correct
response, the third trace shows the output of the correlation
stage for the irregular input, the fourth trace shows correla-
tion stage output for the correct input and the bottom trace
shows the output of the receiver measured for both inputs.
In (b), a magnified trace of bit 3 and 5 showing Ta, Ts,
the corresponding correlation output and the threshold is
shown. During bit 3 the attacker initially guesses low but
then changes to high, still ensuring that the correlation peak
is large enough. In bit 5 the attacker guesses high but then
changes his answer to low before the correlation peak reaches
the threshold. In this case, an attacker can gain almost a
quarter of the bit period, approximately 2-2.5 ps.

2.2.3 Srategies

Which signal value an attacker should best transmit ini-
tially, before deciding on a bit value, depends on which range
of signal values the attacker can achieve at the input of the
integrator. If the attacker were able to achieve arbitrarily
large positive and negative input voltages there, then the
initial voltage would not matter much, as the integration
result could be changed in any direction by large values at
the last moment.

At the output of an ideal linear AM demodulator, an at-
tacker could achieve arbitrarily large positive voltages, but
no negative voltage (due to the rectification in an envelope
detector). In this case, it would be prudent for the attacker
to start out with zero voltage, to keep the accumulating
value in the integrator low for as long as possible, because
it will be easy to increase the output of the integrator later,
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(b) Ta ~ 2.5 us 2 750 m (at speed of light). The red
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Figure 7: Late-commit attack exploiting the correlator in an RFID receiver

but there will be no way to reduce it. This is the scenario
that motivated the initially described attack, in which a ‘1’-
bit is represented by the lowest possible base-band voltage
for =1 of the bit period and by a voltage m-times the one
normally used for a ‘1’-bit during the final %—th part of the
period Ts.

In practice, the output of a linear or logarithmic demod-
ulator might be limited to voltages in the range 0 to Vi,
with the binary threshold for the integration result set at
Ts - Vin/2. Such limits may either have been introduced in-
tentionally, to reduce the ability of brief large voltage spikes
to interfere with the decoding process, or they may just be an
unintended side effect of amplifier and supply-voltage limi-
tations. In either case, the optimal late-commit strategy for
an attacker facing two voltage limits 0 and Vi, is to initially
aim at a demodulator output voltage of Vi,/2, and then to
switch to 0 or Vi, when the desired bit value is known. This
keeps the integrator heading for exactly the threshold level,
ensuring that even a very brief voltage-limited deviation at
the last moment can still steer it to either side, thereby max-
imising the attacker’s timing advantage Th.

If a constant integrator input voltage that would lead to
an integration result identical to the threshold value is not
achievable, e.g. because of non-linearities such as threshold
elements between the demodulator output and integrator
input, then alternating between the voltages corresponding
to ‘0’ and ‘1’ during the undecided period might be used to
achieve the same effect.

2.2.4 Other Decoder Algorithms

During the decoding stage, a device needs to decide if a ‘1’
or a ‘0’ was transmitted during a particular bit period, 1.
Using an integrator to determine the average input voltage
during the bit duration, followed by applying a threshold, is

only one of several commonly implemented decoding tech-
niques. Others involve simply sampling at carefully chosen
points in time the output of a simpler low-pass filter that
crudely approximates the function of the integrator. To pre-
vent bit errors due to clock jitter, these sampling times usu-
ally incorporate a safety margin to ensure that the receiver
samples not too close to the boundaries between bit periods.

Consider the following popular methods to decode NRZ
and Manchester signals. In each case, the device requires a
locally generated clock to periodically sample the incoming
signal. In the case of NRZ, a common method is to sample
once, preferably at %TB after the start of the bit period,
during each bit period and assign a ‘1’ to a high, and ‘0’ to
a low input state. For Manchester coding, the device might
take a sample S; at iTB and a sample Sz at %TBA The result
S1 = high and S2 = low would decode to ‘1’, S; = low and
S2 = high would decode to ‘0’, and any other combination
would be invalid.

In some cases, devices take more than one sample per bit
period and determine the value by a majority voting scheme
similar to the one in Figure 5. For example, the USART
module of a PIC16F876 micro-controller will sample three
times during each bit period and make a decision on the
number of those samples corresponding to high or low [17].

An attacker could try to late-commit by exploiting the
conservative sampling times during all these decoding pro-
cesses. The exact attack method and time gain, T, would
depend on the specific decoding method and filter time-
constants. For example, when the channel uses NRZ en-
coding and the verifier samples each bit once, the attacker
needs to apply the correct bit value only one or two filter
time-constants before %TB. If the device samples earlier and
more often during the bit period and uses a majority voting
scheme, this does not make the situation any worse for the
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Figure 8: Examples of ‘late-commit’ attacks on the
decoding stage.

attacker. He can then send balanced data and use the last
few samples to move the counter to the desired side of the
threshold. Figure 8 shows example attacks on NRZ, Manch-
ester and a majority voting scheme, and indicates in each
case the time T4 gained by the attacker before he needs to
commit to a value.

To exploit such decoding steps, an attacker needs to send
pulses shorter than Ts. In the NRZ and Manchester exam-
ples, the demodulator and any subsequent smoothing filter
need to allow through pulse of somewhat less than half a bit
period length, i.e. for the attack to work, the receiver must
allow frequency components higher than the intended data
frequency to pass. In some cases, nodes communicate with
each other using a receiver that can easily transmit higher
frequency data, e.g. using a 100 kbit/s receiver to receive
9.6 kbit/s serial data. To test this, we kept the received sig-
nal strength constant while increasing the data frequency.
We found that the receivers tested reliably demodulate data
above the data filter cut-off frequency. At —100 dBm the
Maxim and RF Solutions FSK receivers managed to demod-
ulate 15 kbit/s NRZ data even though their low-pass data
filters have cut-off frequencies of 9.6 and 4.8 kHz respec-
tively.

2.3 Countermeasures

The underlying vulnerability of all attacks presented so
far is present as long as the bit duration Ts is substantially
longer than the time that light needs to travel twice the
distance that marks an acceptable accuracy for a distance-
bounding scheme. In the case of a 9.6 kbit/s channel used
on a sensor node, this half-bit length is more than 15 km, in
the case of a 100 kbit/s RFID channel it is still 1.5 km.

So the obvious countermeasure is to adhere to the four
principles for secure time-of-flight distance-bounding in [1],
in particular Principle 3, which states that Tg should be
as short as possible. Nevertheless, it may not always be
practical for reasons of cost and compatibility to make these
modifications to the transmitter and receiver hardware.

It may, however, be feasible in some circumstances to
modify a decoding process only during the execution of a
distance-bounding protocol. This particularly applies to the
case, where a software routine decides on the exact time of
sampling the output of a demodulation filter, or even applies
a majority vote to several such samples. In this case, the
software only has to be modified to sample the values consid-
ered in the bit value decision, as early as possible in the bit

period, to the extent allowed by the filter’s time constant.
This, however, means that only a fraction of the energy nor-
mally transmitted for each bit will be utilized to distinguish
it from background noise, and as a result, this approach will
lead to higher bit error rates. This approach also requires
accurate timing and synchronization between the transmit-
ter and receiver, since the idea behind voting or sampling in
the middle of the period was to allow for differences and drift
in their respective clocks. While the resulting increase in bit
error rate may not be tolerable for regular data transmission
purposes, it may still be more than sufficient for use with a
distance-bounding protocol that was especially designed for
use on highly unreliable channels, such as [5,22].

Other approaches involve using tighter decision thresh-
olds, in particular the use of separate thresholds for ‘0’ and
‘1’ bits. These would equally increase the bit-error rate, and
might also be less practical in situations where an existing
RF chip with a built-in single-level comparator has to be
used.

2.4 Clocking Attacks

In addition to the late-commit attacks we also consider
the possibility that the attacker could speed up the reply
from the prover, as previously mentioned in [1]. This attack
is especially relevant for protocols that expect the prover
to first receive an entire multi-bit challenge before replying.
Getting the correct response earlier than expected could al-
low the attacker enough time to relay the response back to
the verifier.
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Figure 9: Inducing an early response by influencing
the receiver’s sampling clock. The numbered blocks
indicate the value of the counter when it was reset.

This attack assumes that the sampling, or data, clock is
not generated independently by the receiver but recovered
from the encoded data. Since we could not obtain a suitable
IC implementing such an operation, we devised our proof-
of-concept attacks against a Manchester decoder, using a
PLL or counter clock recovery method, as described in [18].
Since the attacker controls the transmission of the encoded
data to the prover, he can alter the sequence in such a way
as to increase the frequency of the data clock, which would
cause the prover to decode the data in a shorter time and
reply early. Exploiting the PLL is theoretically easier since
the attacker just needs to transmit the data at a higher
data rate, taking care to stay within the limits of the PLL.
The PLL will now synthesize a faster data clock, which is
the desired outcome. Speeding up the data clock when the



receiver uses the counter method requires slightly more effort
but it is still feasible. The counter method described requires
that the receiver generates a 16x sampling clock, which is
then synchronized with the Manchester encoded data. After
receiving the first transition, the counter limit is set to 4.
Once the counter reaches 4, the receiver samples and sets
the counter to 0 and the counter limit to 8. Once the counter
reaches 8, the receiver samples and again sets the counter to
0 and the counter limit to 8. It continues in this state until
an edge transition occurs, at which time the entire process
starts over, i.e. counter limit set to 4 and counter set to O.
By shifting the edge transitions forward the attacker resets
the counter early, causing the receiver to sample earlier. As
a result the attacker speeds up the sampling process and
gains time TaA over the entire data sequence, as shown in
Figure 9.

3. DISTANCE-BOUNDING CHANNELS

Conventional communication channels are designed for
reliable data transfer. Channels feature redundancy and
timing tolerances to prevent bit errors, but this also intro-
duces latency for an attacker to exploit. Systems planning
to use distance-bounding protocols should, therefore, im-
plement special low-latency channels. Published proposals
for the implementation of distance-bounding channels over
radio channels are currently confined to the HF RFID envi-
ronment.

There are two proposals for a distance-bounding channel
where the verifier directly samples the modulated carrier.
This means that the verifier could determine the prover’s re-
sponse without performing traditional demodulation and de-
coding, thus reducing communication channel latency. Both
proposals are tailored to the HF RFID environment and de-
pend on the load modulation process, which allows the token
to amplitude modulate the carrier transmitted by the reader
by changing its impedance.

In the proposal described by Munilla, et al. [4] the reader
transmits a periodic sequence of pulses that are 100% ASK
modulated onto the carrier. The pulses act as synchroniza-
tion bits, with the periods in between, when there is no car-
rier present, being called slots. In some slots the reader will
switch on the carrier for a short period of time to indicate
that it wants a response. The token knows when to expect
these requests and preemptively switches its impedance to
indicate the answer. When the reader then switches on the
carrier, the envelope of the signal rises immediately to a level
that indicates the token’s answer state. As soon as the enve-
lope finishes rising and is stable, the reader checks whether
load modulation is on or off. The time it takes until two
levels can be distinguished, and the difference between the
envelope amplitude for the two states, depends on the dis-
tance between the token and the reader. The authors state
that the timing resolution of the channel is less than 1 ps.

Since the token knows when the reader will issue a chal-
lenge, and is in fact expected to respond preemptively, this
implementation does not prevent distance fraud. Another
problem arising from the token preemptively setting its re-
ply state is that a proxy-reader could generate a weak car-
rier, that will not be interpreted as ‘on’ by the token, to read
out the answer early. An additional practical drawback is
that the carrier is switched off regularly, which means that
the token has no source of power for long periods of time.

The proposal by Reid, et al. [2] assumes that the token

will reply after a fixed time. Practically the token waits for
a pre-determined number of cycles of the 13.56 MHz car-
rier, which in theory would synchronize its response to an
accuracy in the order of m ~ 75 ns. The reader
times from the end of its command to the moment that the
response is detected. The time at which the response is re-
ceived is measured using a special detector that tries to de-
termine the exact moment that the amplitude of the carrier
is first modulated. This involves sampling the peaks of the
HF carrier and comparing the latest sample to a threshold
calculated from the eight previous samples. The resolution
of the system is once again dependent on the distance be-
tween the token and the reader, with a 300 ns resolution
obtained when the token and the reader were 4-5 cm apart.

The authors state their assumption that the token is pro-
tected against overclocking and that the RF carrier oper-
ates within the £7 kHz tolerance specified by the relevant
standard. However, this requirement does not seem to be
enforced by tokens currently available.

Figure 10 shows the effect on the token’s response if the
frequency of the HF carrier is increased by 1 MHz and
2 MHz, respectively. The first trace shows the REQA re-
quest sent by the reader, with the second trace showing the
corresponding carrier modulation. The third trace shows
the token’s ATQA response, the sequence on the right of
the picture, when the carrier frequency is increased. The
fourth trace shows a reference token’s response when the
carrier is 13.56 MHz. In each case the response was recov-
ered using a tuned pick-up coil held close to the token. In
Figure 10(b) the recovered data is slightly distorted as the
operating frequency moves away from the coil’s tuned fre-
quency. The accelerated carrier increases the transmitted
bitrate resulting in a knock-on effect on the subsequent bits,
so the final bit is time shifted much more compared to the
time shift of the first bit.

In Section 2.3, we mentioned that T can be decreased
by reducing Tg, even if that compromises the reliability of
the channel. In [5], we followed this principle when suggest-
ing the use of a crude ultra-wideband channel for distance-
bounding RFID tokens. The verifier and the prover use the
13.56 MHz carrier for loose synchronization. At a pre-agreed
time, the verifier transmits a single challenge bit, to which
the prover replies with a single response bit generated by an
asynchronous circuit, which eliminates overclocking attacks.
The short duration of the bits reduces latency and makes it
difficult for the attack to shorten the bit even more using one
of the attacks in the previous section. This channel is not
meant to be reliable in terms of data transfer and therefore
it can only implement protocols that allow for a substantial
bit-error rate during the fast exchange phase.

A similar method was recently used to implement distance
bounding for contact smart cards [6]. This technique has yet
to be practically implemented on resource-limited devices in
an RFID environment.

4. CONCLUSION

We showed that it is possible to implement ‘late-commit’
attacks against popular receiver architectures. We describe
practical attack implementations on two receiver architec-
tures and also discuss further attack strategies that an at-
tacker could implement to exploit timing latency in the de-
modulation and decoding stages of receivers. We also show
how an attacker can speed up the reply of the prover by in-



Figure 10: Time gained from ‘overclocking’ a 13.56 MHz contactless token

fluencing the receiver’s recovered data clock or, in the case
of RFID tokens, the system clock of the prover.

The communication channel vulnerabilities presented in
this paper undermine the security of distance-bounding pro-
tocols, so we must conclude that conventional receiver archi-
tectures are not well suited for distance bounding implemen-
tations. Distance-bounding should rather be implemented
using a specially designed channel. Current proposals for
such channels in the RFID environment show some promise
but are not yet perfect, with each of the two ‘rise-time’ mea-
suring schemes [2,4] exhibiting weaknesses. The other pro-
posal requires an additional wideband pulse channel to be
implemented, which appears to be feasible, but it needs spe-
cially designed tokens. Further research on implementing
communication links that will support distance bounding
protocols is needed.
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