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Abstract—Hot Carrier Injection (HCI) and Bias Temperature ~ and making them more prone to failures in the field. Thus,
Instability (BTI) are two of the main deleterious effects that |ifetime reliability must be treated as a major design caaist.
increase a transistor’'s threshold voltage over the lifetime of a This concern holds for all kinds of computing devices, raggi
microprocessor. This voltage degradation causes slower transgst . ’
switching and eventually can result in faulty operation. HCI from_ server procc_ass_ors tp embedded_ system_s like tablets and
manifests itself when transistors switch from logic ‘0’ to ‘1’ and Mobiles, where lifetime is an assertive requirement and the
vice versa, whereas BTl is the result of a transistor maintaining market share strongly depends on their reliability.
the same logic value for an extended period of time. These failure  The two main phenomena that speed up aging are referred to
mechanisms are especially acute in those transistors used 1055 Hot Carrier Injection (HCI) and Bias Temperature Instabi
implement the SRAM cells of first-level (L1) caches, which are . . . . o
frequently accessed, so they are critical for performance, anthey ity (BTI). Thg former effect increases W'Fh transistor “—W_
are continuously aging. This paper focuses on microarchitectural OVer the lifetime of the processor; that is, when a transisto
solutions to reduce transistor aging effects induced by both HCI flips from being on to off and vice versa, leading to threshold
and BTl in the data array of L1 data caches. First, we show that yoltage {4) degradation, which in turn causes an increase in
the majority of cell flips are concentrated in a small number of transistor switching delay and can result in timing viaat
specific bits within each data word. In addition, we also build . .\
upon previous studies showing that logic ‘0’ is the most frequently and faulty operation when th? critical paths b.ecome longer
written value in a cache by identifying which cells hold a given than the processor’s clock period. Overall, HCI is acceetlia
logic value for a significant amount of time. Based on these in the microprocessor components with frequent switchig.
observations, this work introduces a number of architectural the other hand, BTI accelerates transistor degradatiomahe
techniques that spread the number of flips evenly across memory transistor is kept on for a long time, and takes two forms:

cells and reduce the amount of time that logic ‘0’ values are stored - . .
in the cells by switching off specific data bytes. Experimental Negative BTI (NBTI), which affects PMOS transistors when

results show that the threshold voltage degradation savings rag @ ‘0’ is applied to the gate; and Positive BTI (PBTI), which
from 21.8% to 44.3% depending on the application. affects NMOS when a ‘1’ is applied.

Index Terms—BTI, cache memories, cell flips, duty cycle A signi_ficant amount of the transistors in most modern
distribution, HCI, threshold voltage degradation. chip multiprocessors are used to implement SRAM storage
along the cache hierarchy [2]. Therefore, it is important to

target these structures to slow down aging. The first-levi) (
|. INTRODUCTION data cache is a prime candidate since it is regularly written

ODERN day computer systems have benefited frod¢t stores data for significant amounts of time. Besides, its
M being designed and manufactured using an evéwailability is critical for system performance. The SRAM

circuits. However, as technology moves forward, such ae“frdogic value flips and when it is retained for a long period
lunch” is over as increasingly smaller technology nodespo¥ithout flipping (i.e., a duty cycle), respectively. Noteath
significant reliability challenges. Not only do variatioimsthe ~these situations are strongly related to each other. Thuisea
manufacturing process make the resulting transistordiahte technique designed to exclusively attack BTI might exaatrb
at low voltage operation, but they take less and less time ! as a side effect, and vice versa.
wear out, decreasing their lifetimes (from tens of years in Prior architectural research has analyzed cache degradati
current systems to 1-2 years or fewer in the near future [4])ainly due to BTl effects. There have been some attempts to
iminish BTI aging by periodically inverting the stored log
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the cache data array lifetime by reducing ¥g degradation, WL
or simply d\4,,, caused by both phenomena, without incurring
performance losses. vdd
This paper makes two main contributions. First, we char- % %
acterize the cell flips and the duty cycle patterns that high- -

performance applications cause to each specific memory cell
We find that most applications exhibit regular flip and duty BL @ P % ) BL
cycle patterns, although they are not always uniformly dis-
tributed, which exacerbates the HCI and BTI effects on a =
small number of C_e"S within the 512-bit Ca_Ch_e lines. RSU'H . 1. Implementation of a 6T SRAM cell. The labeled transst@fer to
also confirm previous work [9], [10] claiming that MOSthe inverter loop of the cell.
applications write a significant number of near-zero ana zer
data values into the cache. This behavior has been exploitgBeled transistors form an inverter loop that holds theesto
in the past to address static energy consumption [9] algdjic value; this paper uses these labels to refer to these
performance with data compression [10]. Unlike these workgansistors. The remaining pass transistors controlledhly
this paper takes advantage of such a behavior to mitigatg agiwordline (WL) signal allow read and write operations to the
Second, based on the previous characterization study, e through thebitline (BL) and its complementaryB().
devise microarchitectural techniques that exploit sucbktzals- When the SRAM cell is under a ‘0’ duty cycle, that is,
ior to mitigate aging. The proposal provides a homogeneousen the cell is stable and storing a ‘0’, the PMOS transistor
degradation of the different cell transistors belonginghe Tp; and the NMOS transistofy, are under stress and they
same cache line. For this purpose, the devised techniqoes suffer from NBTI and PBTI, respectively. On the contrary,
to reduce cell aging from bit flips and duty cycle and pursugnder a ‘1’ duty cycle, transistoif, andTy; are affected by
two objectives: i) to spread the bit flips evenly across theBTI and PBTI, respectively. The wearout effects induced by
memory cells and ii) to balance the duty cycle distributiogach type of duty cycle are complementary, meaning that, for
of the cells. To accomplish the former objective, we proposegiven duty cycle, the pair of transistors not under stress a
to progressively shift the bytes of the incoming data lingsartially under recovery from BTl degradation. Thus, if gve
according to a given rotation shift value that is regularlgache cell experiences a balanced distribution (i.e., 596)
updated. To attain the latter objective, the mechanism aad ‘1’ duty cycles, wearout effects due to BTI are minimized
enhanced to power off those memory cells storing a zero byied evenly distributed among the inverter loop transistors
value. The result is a switch-off @leepstate in which all the Moreover, this reduces the probability of the circuit fadgi
cell transistor gate terminals are isolated from electiétdfi due to Static Noise Margin (SNM) changes.
stress, thus allowing a partial recovery from BTI [11]. On the other hand, HCI affects all SRAM cell transistors
To quantify the benefits of the devised technique, wen a write operation if the logic value flips, regardless @& th
evaluate thal\t, in all the transistors implementing the cacheype of transistor. This effect can be mitigated by avoidaity
data array, and especially those belonging to the cells willps during write operations. In addition, in order to mirize
the highest likelihood of failure, that is, those cells simayw the chances of SRAM cell faults due to HCI wearout, those
the highest number of flips and longest duty cycle distrinti remaining bit flips must be evenly distributed among thescell
(either due to logic ‘0’ or ‘1’). Experimental results sholat ~ To sum up, the inverter loop transistors are continuously
the savings on the highest number of flips range from 22.48ging regardless of whether the cell stores ‘0’ or ‘1’, or
to 65.5%, whereas the longest ‘0’ and ‘1’ duty cycles can ke transitioning. This fact makes such transistors padity
reduced up to 40.2% and 20.5%, respectively. Finallyd¥g  sensitive to wearout [7]. Note that the NMOS pass trangistor
reduction falls in between 21.8% and 44.3%. just age when the SRAM cell is being accessed, which
The remainder of this paper is organized as follows. Sectiggpresents a very small fraction of the overall executioreti
Il provides a short background about BTl and HCI effects imaking them much less aging-sensitive than the invertgs loo
SRAM cells. Section Ill characterizes the cell flip and dutyransistors. Thus, this work focuses on wearout mitigation
cycle patterns. Section IV presents the proposed architdct the inverter transistors only.
mechanisms. Section V analyzes the experimental reseits. S
tion VI summarizes the related work, and finally, conclusion III. CHARACTERIZATION STUDY
are drawn in Section VII. To quantify the impact of both HCI and BTI on the cache
memory cells, we have characterized the bit flip and duty
cycle patterns, respectively, across the entire SPEC CP6 20
To help microprocessor architects understand how the lodienchmark suite [12]. For illustration purposes, we show an
value (i.e., ‘0’ or ‘1") distribution among the cache celswell integer perlbench and a floating-pointqopley benchmark,
as the bit flips caused by write operations affect wearoig, ttsince applications of these types use data with different
section summarizes the implementation of a typical SRAMternal representations. Results are shown for the lasel
cell and explains how it suffers from BTl and HCI effects. approach, where neither flip nor duty cycle mitigation is
As shown in Figure 1, each cached bit is implemented wigtmployed, on a 64B-line 16KB 4-way L1 data cache in little-
an SRAM memory cell consisting of 6 transistors (6T). Thendian representation.

Il. BACKGROUND
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Fig. 2. Number of flips on each bit position of the 64-byte calihes.
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Fig. 3. Average duty cycle distribution on each bit positmfithe 64-byte cache lines.

Figure 2 depicts the number of bit flips experienced in eaebord accounts for a much lower number of flips, forming
512-bit cache line. For each bit, the figure plots the sum ef tllip dips across the cache lines. This can be clearly seen in
number of flips across all the cache lin€&rlbenchshows a perlbench where a large proportion of the stored data are
regular flip pattern across the sixteen 32-bit-word cadahesli zero and positive near-zero integer values, implying tlist b
Peaks occur in the bits within the Least Significant Byte (LSBn the MSB hold a logic ‘0’ for a long time. Moreover,
of the words, whereas bits in the MSB account for a muadhe most significant bit of the MSB accounts for a much
lower number of cell flips. This pattern is common withifrower number of flips compared to the remaining bits of the
all integer applications, the main reason being that psmss MSB. This is because most integer and floating-point data are
store a significant number of near-zero or narrow integaresl positive numbers (sign field set to ‘0’ in the most significant
to caches [10]. This is mainly due to over-provisioning;tthait of the word). This pattern is common for all the remaining
is, programmers usually define relatively large data typas ( SPEC2006 benchmarks.
4-byte integers) for storing a small value, which could attju Figure 3 shows the average duty cycle distribution across
be represented with just a few bits. These values are used,tf@ bit positions of all the cache lines. As observed, lo@ic *
example, to index arrays and matrices, which are extensivéd the predominant value, thus reinforcing the intuitiomibnel
accessed inside program loops. Figure 2 results. Unlike Figure 2 though, Figure 3 shows the

In contrast, thesoplexfloating-point application shows afraction of time that each logic value is stored. In general,
non-uniform flip pattern due to the IEEE-754 representatio@’ is stored for longer than ‘1’ because memory is usually
of data. Nevertheless, for all the benchmarks, peaks canibialized to zero when it is allocated. Thus, even if thess
also identified in the LSB of some words, resembling the flign equal likelihood of an application writing a ‘0’ or ‘1’ img
pattern of integer applications. This is mainly becausadifiga bit position, this initialization will always mean ‘0’ is cted
point benchmarks also use a significant amount of integer. defor longer. Other reasons for ‘0’ being stored longer aré tha
For soplex these LSB peaks can be seen in about half of tifi@se boolean values and NULL pointers are represented with
words (e.g. those starting at bits 224 and 352 of the lines)zero, as well as most data in dense-form sparse matrices [10]

Another interesting observation is that the MSB of each Notice too that those ‘0’ duty cycle peaks close to 0.9 (i.e.,
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Fig. 4. Time diagram with the execution time divided into plsaaad the associated shift function transitions for the edetesA, B, andC.

90% of the time) that are encountered in both benchmargache line simply requires one pair of control bits, namely
correspond to the flip dips displayed in Figure 2. This betraviCgwo and Cgwi1, to keep track of the current shift. When the
is similar for all the remaining benchmarks. In additiongdin line is read, these bits are used to realign the word bytes and
also be seen thaterlbenchshows a wider zero duty cycle forward them with their correct positions to the processor.
peak in comparison teoplex meaning that the former presents An important design issue is the length of time a shift
longer execution periods with ‘0’ values stored in the MSB function should be maintained before applying the subsetque
shift. Figure 4 shows a working example to illustrate how

IV. PROPOSEDARCHITECTURAL TECHNIQUES i ) o TSH AR
Based the ch terizati tudv. thi K the shift functions are updated. The execution time is éitid
ased on the characterization study, this wor proposes“g 0 phases with a fixed number of processor cycles. Injiall
enhance the L1 data cache design to mitigate both HCI

BTI ¢ First. the MOl effect is attacked b di cache linedA, B, and C follow a 0O-shift function, that
wearout. First, the € ,ec Is attacked by spreading 9s, the stored words have not experienced any byte shift. A
the bit flips across each word’s memory cells. Second, BTI

o . : Shift transition occurs the first time that a cache line istteri
minimized by powering off cells when a zero byte is fetche

uring a phase. This occurs for lif@ within the first phase,

Into the”.‘- Fmglly, both meghamsms are eyalu_ated Work'r\llgnere the mentioned write operation induces a transitiomfr
together in a joint cache design in terms of circuitry, agsal 0-shift to 1-shift. The updated shift function remains déior

tlm_llr;g overheacilj. h ttack aqing in the dat all subsequent accesses to li@eduring the remainder of the
€ proposed approaches attack aging In the data argy o phase (i.e., the second write operationCtavithin

legn b tag.array s much smaller than the data arrde first phase does not modify the shift function). Reads in
resilient technologies could be used to address tag wear

s . 0 OaLHy phase do not update the shift function. The current shift
For example, resilient 8T cells introduce a 19% area c)V«l‘*heﬁ]nction remains in force until a new write operation occurs

compared to typical 6T cells [13]. According to CACTI [14]'in a later phase (i.e., write t€@ in the second phase). As in

implementing the tags with 8T cells results in just a 1.95%1arthe first 4 .
. . phase, the second phase updates the shift function
0¥(tarhead_ for_a tGKB Ialtﬁache. Hovvfe;/r:a_r, further con5|demat|%f lines A and C upon their first write, while during phase 3
ot tag aging 1S beyond the scope ot this paper. the only line whose shift function is modified is lirg The
A. HCI Mitigation: The BW Approach shift transitions are managed by adding a single control bit

The previous study showed that the memory cells containifi§" cache line, referred to &gw, to indicate whether the

the LSB of a word experience bit flip peaks across all thelf€ has been ever written in the phaie or not. Of com_Jrse,hthe
cells in a cache line, especially for integer applicatiofisese Cpew it is reset every time a new phase starts. Notice that,

LSB cells age the most from HCI because of the dire8f 2N given time, different cache lines can follow distinct

relationship between HCI and flip activity. shift functions since writes do not act in a synchronlged.way
To mitigate HCI wearout, our initial scheme implement}0reover, usually only a small number of cache lines are

a rotation shift mechanism that distributes flips located gHfcessed at a given point in time.

the peaks across several bit positions within the words. InFinally, experiments showed that a phase length of 8M

particular, the proposed technique, named BW (Bytes-withiProcessor cycles noticeably reduces the high flip peaks: Ver

Words shifting), periodically shifts the bytes within thems arge phases result in fewer shifts and longer times using ea
on a round-robin basis. BW uses xdshift functions for a shift function, which had only a minor effect on reducing

4-byte word, wherex means the number of bytes to pdhose high fIip_pegks. On _the contraoyer-shiftingwith very

shifted. For instance, a 1-shift function performs a rofati shorF phase; significantly mcreased the overall numbeipsf, fl

shift from the LSB to the MSB by one byte. Thereforel€ading to high peaks. For instance, comp_ared to an 8M_phase

after the shift operation, the contents of the LSB are thog”_ength' 4M-cycle and 16M-cycle phases increase the highest

that were previously stored in the MSB. Note that othdlP Peak on average by 4.4% and 3.8%, respectively, for the

shift mechanisms like bits-within-words shifting couldirgy  Studied benchmarks.

higher flip peak savings; however, the required hardware to o .

implement these approaches would have a larger impact onBT! Mitigation: The SZB Mechanism

area and performance (see Section IV-C). The duty cycle distribution (see Section Ill) confirmed
To make hardware simple, all the 16 words in the cache litigat current applications keep a high number of cache line

follow the same shift function at any given time. Thus, eadhits as ‘0’, which accelerates BTl wearout in the SRAM
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In addition, this section also evaluates how to deal with the
awa | HCIl and BTI effects in the control bits, and how the read and
‘ ‘ ‘ ‘ ‘ ‘ write operations are performed in the proposed cache design
tonto dealll sphinx3  soplex astar  perbench  mof h264ref inc|uding timing issues.

Fig. 5. L1 data cache byte value distribution split into zaral non-zero for 1) Ha_rdware Components and Ar’_‘aa Overhead:The_BW
the studied applications. mechanism can be implemented with 16 4-to-1 multiplexers;
one for each data word within the incoming line. Figure 6
cell transistorsTp; and Ty from Figure 1. For the sake of Shows one of the multiplexers and its associated inputs insed
completeness, we have obtained the percentage of zero byfi@swrite circuit. LabeB; refers to the different data bytes from
in the L1 data cache. Figure 5 shows the results for thetl® word, By and B being the LSB and MSB, respectively.
SPEC2006 applications (4 integer and 4 floating-point) thi@ch data input consists of the data bytes ordered according
most stress the L1 data cache. As observed, all of thdgeone of the 4 possible shift functions. The multiplexer is
applications keep bytes equal to zero more than 30% of tgentrolled by theCgwo andCgwa control bits that correspond
time. Moreover, indealll, astar, andh264ref this percentage to the current shift function. For the read circuit, anothér4-
exceeds 60% of the time. Overall, the percentage of zersbyte-1 multiplexers can be used for the requested line; howeve
is on average by 51% the order of the data inputs differs from those of the write

Based on these results, simply skipping the writing of zef@drcuit, since in this operation the contents must be realiy
byte values to the cache and maintaining the previouslyamictnstead of shifted. These multiplexers are only used when
byte could reduce the amount of time that the memory ceflgading and writing a given line, thus, they are shared among
contain a logic ‘0’ value [15]. However, this may imply stogi  all the lines in the data array.

‘1’ for longer periods of time, which would speed up BTl in We have modeled these multiplexers using CACTI, which
transistorsTpy and Ty1. reports an area of 9.00@n? for each of them using a 32nm

To combat the BTl phenomenon in all transistors at tHechnology node. Considering the whole cache data array are
same time, we introduce the Switch-off Zero Byte (SzBthat is 0.22énn?, the overall area overhead of the 32 BW
mechanism, which switches off those byte cells that stofeultiplexers is just 0.13% of the data array area. Recall tha
a zero value. Powering off an SRAM cell implies that afthe BW approach requires 3 bits for each cache line to hold
the SRAM cell transistors are partially under recovery froffhe control bits, which translates into an overhead of 768 bi
BTI [11] Moreover, notice that by turning off zero bytesyfor the studied 16KB L1 data cache. Such a Storage overhead
the temperature in the cache would decrease, which woifidust 0.59% of the cache data array capacity.
also help mitigate the cache aging. Similarly, the overathe ~ For the proposed SZB mechanism, simple hardware is re-
energy consumption is also reduced (see Section V-E).  quired to compute th€szg bits and to forward zero bytes [9].

The SZB technique works as follows. On a cache miss orf#gures 7(a) and 7(b) show the required circuitry for a cache
write hit, each byte to be written to the cache is compared ¥¢rd. On a write operation, theszg bits are set byORingthe
zero. If the comparison matches, a control bit per bytepdalldata bits of each byte, thus a control bit set to ‘0" indicates
Cszg is set to indicate that the associated byte stores a zelfit the associated byte is zero. On a read operation,térista
and the byte memory cells are powered off. On a cache ré@éﬁers driven by the control bits are used to forward either
hit, the correspondin@szg control bits for the target line are zero byte values, or the actual written byte from the cache.
checked, and if any of them is set, a zero byte is forwarded toThe switch-off mechanism is implemented using the gated-

the processor since the relevant data array cells are rige actVad technique [16], which has been widely adopted in cache
designs like Cache Decay [17] for leakage energy mitigation

In particular, our design includes a PMOS and an NMOS

. . . ) ) ) sleep transistor that connect the SRAM cel\t@ and ground,
This section discusses a possible basic hardware 'mplemﬁ&'pectively. This power-gating configuration complefisty-

tation of the proposed joint design. The main focus of thgyeq photh cell nodes, placing them into a switch-off state
paper is not to deal with the optimal implementation but Qo the sleep transistors are disabled, preventing thesnod
providing Some |nS|ghts on thg ‘?'es'gn- Eurther 'enh.ancemeﬁgm storing a given logic value [11]. Otherwise, disabling
could be prowd_ed with an optimized design, which is beyor@‘ther theVygq or ground path exclusively results in both nodes
the scope of this work. holding a ‘0’ or ‘1’, respectively, which could speed up BTI
1Compared to the byte granularity, the percentage of zero svover the aging [18]' Contrary to the cell ransistors, the sleepsllaors

total number of words is reduced on average down to 32%, meanaidghe are llmplemented using hlg\h—dewces to make them resilient
effectiveness of the SZB mechanism diminishes. against BTl and HCI [19], [20].

o
[N

°

o

C. Hardware Implementation and Operation
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Fig. 7. Read/write and switch-off circuits for the SZB apgrb. and Section V-C for further details. Note that to recover the

original logic value of the control bit, the implementationly

The gatedvyq technique can be applied at different levelgequires a simple 2-input XOR gate whose inputs are: i) the
of granularity [16]. For simplicity and given that the praeal value currently stored in the control bit and ii) a bit idéyitig
SZB technique works at byte granularity, a pair of sleepthe current phase number is either odd or even (i.e., if the
transistors (each in the ground aNgy paths) is enough to stored control bit must be inverted or not).
cut off those memory cells storing a data byte as depictedof course, such an inversion of the control bits between
in Figure 7(c). Both sleep transistors are controlled by th@ift phases brings an increase of the number of flips, which
correspondingszg control bit. When theCszg bit is ‘0" (i.e.,  could speed up the HCI degradation. Nevertheless, as tise pha
the incoming byte is zero), the transistor gates are didaniel |ength is large enough, this increase does not have a sigmific
the cells are switched off. Otherwise, the cells are powerqqpact as evaluated in Section V-A.
on to store the fetched data. Finally, notice that the simple3) Read/Write Operations: With the aim to clarify how
SZB circuitry consisting of control bits, sleep transistor hoth BW and SZB schemes work together, Figure 8 plots a
and remaining read/write hardware has a low area overheaghe block diagram with both mechanisms represented as
(11.76% of the 16KB L1 cache) [9]. grey boxes. On a cache read hit, after the way multiplexer

2) Control Bit Inversion: Both HCI and BTl phenomena selects the target line from the selected set, its contewmtstee
should be evaluated not only in the data array bits but alagsociated control bits are forwarded to the SZB read tircui
in the additional control bits added by our mechanisms a@hce the SZB tristate buffers have forwarded the zero bytes,
implemented as SRAM cells. Recall that Bgwo andCgw1 the BW multiplexers realign the bytes and serve the original
bits make up a 2-bit counter and they are updated betwedgte to the processor. Note that, on a read operation, tsgre i
regular shift phases of 8M processor cycles, which results ieed to restore the power to those memory cells that orlginal
an implicit balanced (i.enear-optima) duty cycle distribution would hold zero bytes.
in such bits. However, th€ppw bit is set to ‘1’ when the  On a write hit, the contents stored in the target line are read
associated line is written for the first time within a phase] a and forwarded to the upper-side multiplexers, which corapos
set to ‘0’ every time a new phase starts. We have evaluaté@ line to be stored jointly with the input data. Meanwhile,
that such writes normally come soon after the phase begitise cells of the target line are powered on (if any). Then, the
causing a highly-biased ‘1’ duty cycle in these bits, whicBW write circuit multiplexers rotate the bytes of each wand i
exacerbates BTI in transistols,-Tns. the line according to the corresponding shift function. eft

To deal with this drawback, we periodically complemerthat, the SZB write circuit computes the SZB control bits,
all the Cppw bits between shift phases, which allows us tprevents the zero bytes from being written into the datayarra
achieve a near-optimal duty cycle ratio. Similar to thegsw and switches off the corresponding cells. On a cache miss, th
bits, theCszg bits are also inverted between shift phases, sinsame circuitry is used to store the incoming data.
some applications store zero (long ‘0O’ duty cycle Qazg) The way multiplexer is the only one that muxes Bgzg
and non-zero (long ‘1’ duty cycle) bytes in the same locaticendCgyy control bits from each line, which are used as control
for an extended period of time. Please refer to Section V@htry for the proposed SZB read circuit and BW read/write
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TABLE | 400000 2356K 2379K
ARCHITECTURAL MACHINE PARAMETERS [ Baseline
800000 | M mszB
[ Microprocessor core 700000 | DBW+SzB
Processor frequency 3GHz X contea bis
Issue policy Out of order 5
Fetch, issue, commit width 4 instructions/cycle ,§500000*
ROB size (entries) 256 % 400000 |
# Int/FP ALUs 4/4 2 200000 |
[ Memory hierarchy ] oo
L1 data & insn caches 16KB, 4-way, 64B-line, 1-cycle
tag array, 3-cycle data array 1000007
L2 unified cache 256KB, 8-way, 64B-line, oA X
6'CyC|e tag array’ lO-CyCle tonto dealll sphinx3 soplex astar perlbench mcf h264ref
data array
L3 unified cache 4MB, 16-way, 64B-line, Fig. 9. Highest cache flip peak across all the studied agjuits
11-cycle tag array, 23-cycle
. data array obtained from CACTI for a 3GHz processor clock and a 32nm
Main Memory 200-cycle

technology node.

circuits, respectively. According to CACTI, the area owsatl A. Cell Flip Analysis

of muxing these control bits is only 0.09% of the data array. ) S
4) Timing: To study the impact on the cache access time,W'th the aim to provide insights about the HCI wearout

we have considered the delays involved. The write operatifffiuction brought by our proposed mechanisms, this section
constitutes the largest path, since the target line is faatir identifies the maximum cache flip peak across all the analyzed

and then written to the cache. CACTI reports a 0.765ns acc@§ichmarks, classifies applications according to theipfiak

time for such a write operation. The delay of each 4-tolg€havior, and quantifies the number of flips the mechanisms

multiplexer used to implement the shift functions is 0.088nSave- Figure 9 plots the raw number of flips for the cache
whereas muxing the control bits adds a delay of 0.044ns. TREMOrY cell that holds the highest flip peak for the baseline

delay of the SZB OR gates and tristate buffers can be assuniggéme, SZB and BW working alone, and both schemes
to be negllglble [9] Worklng together (BW+SZB)

Overall, the write access time becomes 0.985ns takingr©F @ll the studied benchmarks, the HCl-aware BW mech-

into account the additional circuitry. For the assumed 3G

ism substantially reduces the number of flips with respect
processor, therefore, the difference (in ns) over the waigi to the baseline scheme by shifting the incoming data. On the
delay is masked when the access time is quantified in proces

g{per hand, the benefits brought by SZB are less remarkable. |
cycles. That is, the additional circuitry has no impact oa ti‘faCt’ S_‘ZB slightly increases_ th_e number of fl_ips on the_ highes
data array access time (in cycles), although it could impaR§ak insoplexandastar. This is due to a write operation on
on other processor designs (e.g., those working at a higfiefl€cayed byte triggering the switch on of the memory cells,
frequency). In this case, an optimized or alternative deig which in turn implies the appearance of a random logic value

the additional circuitry would be required. Notice too thtais before writing the input values. Transitioning from a ranto

additional delay will be amortized over time compared to th@lue insteqd of from the datg actually gtored (ie. a zyte' b .
perpetual delay caused by the studied wearout effects. in the baseline scheme) can induce a higher number of flips in

Finally, note that in the write operation, the delay of tagi a given cell. These transitions actually save flips in thdbgy

an SRAM cell on or off just involves the switching delay ineak compared to the baseline for the remaining benchmarks.

- o : :Moreover, by combining both mechanisms (BW+SZB), the
the sleep transistors (which is only 4.2ps according to & . . . :
P ! (which | y &P g P! verall effect is to save more flips than BW in all the studied

using 32nm PTM models [21] and ITRS 2011 documents [2 N
(pplications apart fronastar.

and the delay to stabilize the cell when powering on. This m The figure also shows the highest flip peak in the additional
nor delay is entirely masked while the read data are travgrsi ; .
y y ?ontrol bits used by BW+SZB, represented with a cross

the BW+SZB circuits and the input data multiplexers. Furthe bol q s fof o C 4c
the power on/off mechanism is not used in the read operatioh 20" @nd accounts 10tsze “pew, “awo and Lew. as

which actually corresponds to the critical path of the Cacﬁ%trloc(jjuctehd |:c1|_Sect|op] lV('j I;or bftQSZBindctphBW bll';s,tresults hift
access, thus the read access time is not negatively impact ude the Tiip overnead dué 1o nverting them between shi

phases. For all the studied benchmarks, the maximum flip peak
rises in theCszp bits since their flip activity is much higher
than in those of the BW mechanism, which can only flip once
We extended the Multi2Sim simulation framework [23] tdn a large phase of 8M processor cycles (see Section IV-A).
implement both BW and SZB approaches. Experiments wedevertheless, for most applications (5 out of 8) the BW+SZB
performed for the 32-bit x86 ISA with theef input set, data array has a higher flip peak than the-g bits. This is
while results were collected simulating 500M instructiafier because flips in such control bits only occur due to byte write
skipping the initial 500M instructions. Table | summarizee sequences in the same byte location with a non-zero value
main architectural parameters. All the cache access tinees wfollowed by a zero value and vice versa, whereas all seqgence

V. EXPERIMENTAL RESULTS
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300000 160000
M Baseline M Baseline
W SZB W SZB
262500 BW 140000 1 BW
COBW+SZB [0BW+SZB

225000 - 120000 -
187500 1 \ 100000 1
150000 ‘ 80000 1

112500 - 60000 1

Highest flip peak
Highest flip peak

75000 - | ‘ 40000
|
37500 A A ‘ A \ A 20000
0 —— ‘ \ 0 WA
0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60 63 0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60 63
Set index Set index
a) soplex b) h264ref

Fig. 10. Highest flip peak per cache set for a subset of theya@adlbenchmarks.

with a non-zero value followed by a distinct non-zero valu¢ -
induce cell flips in the data array. h264ref theCszgpeak is _os | H Y
relatively high because this application writes a large bem oz} || | i
of zero bytes (see Figure 5) and most sequences are thizo71 i
affecting theCgszg bits. Still, the Cszg peak is always much §°6’ X H
lower than that of the baseline data array for all the studie $°°] H
applications. Overall, the BW+SZB flip savings range fron°°4’ H
22.4% h264ref) to 65.5% @star). é‘”’

Figure 10 depicts the raw number of flips for the memor'2 2] o ot
cell within each cache set that holds the highest flip peak f
soplex which is a representative benchmark for those appl
cations with a higher data array flip peak in SZB than in th
baseline (see Figure 9), af®64ref which is representative toto | dealll | sphin3 | soplex | astar | perbench| mof | hosdref
for those that reduce the SZB flip peak over the baseline.

The highest peak value widely varies across the cache géts11. Maximum ‘0’ duty cycle distribution on the entire ¢&cacross all
due to the non-uniform distribution of accesses across thelff Studied applications. The cross symbol refers to theelsig” duty cycle
For soplex the highest cache flip peaks are always located in ihine control bits
the set with index 48 regardless of the studied mechanisatross the memory cells but also the logic ‘1’ values. This
Like in this set, the baseline and SZB schemes have a simitaslps obtain a modest ‘O’ duty cycle saving compared to
flip peak in sets 5, 10, 39, and 42, whereas BW+SZB largellye baseline. Larger savings come when using the BTl-aware
reduces the amount of flips in all of them. Ho264ref the SZB approach, which reduces the ‘0’ duty cycle according
cache set 7 contains the highest peaks for all the analyazedthe amount of zero bytes that account for the switch-
mechanisms. In this case, it can be appreciated that BW+Sgf state. Finally, by combining both proposed technigues,
is the scheme that most saves the highest flip peak in all #egults are enhanced for a much lowered ‘0’ duty cycle, even

[m]

BW

SZB
BW+SZB

BW

SzZB
BW+SZB

BW

SZB
BW+SzZB

BW

SZB
BW+SZB

BW

SZB
BW+SZB

BW

SzB
BW+SZB

Baseline 1<

Baseline
Baseline
Baseline
Baseline
Baseline
Baseline
Baseline

cache sets, followed by BW, SZB, and the baseline. mitigating the ‘0’ duty cycle beyond the balanced 50% ratio
. , in applications likedealll and astar.
B. ‘0" Duty Cycle Analysis The cross symbol in the graph indicates the longest ‘0’ duty

This section provides insights about the BTI wearout saeycle distribution in the control bits of the BW+SZB approach
ings brought by the proposed techniques by quantifying ti8milarly to the cell flip analysis, the maximum ‘0’ duty cycl
maximum duty cycle distribution when storing a logic ‘O’in these bits is given by those of the SZB approach. This is
value. Figure 11 plots the longest ‘0’ duty cycle distriloatfor due to theCpgw control bits holding a logic ‘1’ during most
the whole cache across the studied benchmarks. The duty cyafl the program execution time (see Section IV-C2), and by
is split into ‘0’ and ‘1’ duty cycle for the baseline and BWperiodically inverting these bits between shift phasesjrth
approaches, while SZB and BW+SZB incorporate the switchraximum duty cycle becomes balanced (between 40% and
off state, which refers to the amount of time that cells speri®% in most benchmarks). In contrast, for the g bits, even
powered off. with the bit inversion, the duty cycle does not approach the

The maximum ‘0’ duty cycle for the baseline scheme isptimal balance as much as tliggy bits do because of
nearly 100% in all the analyzed benchmarks, meaning thhe existing variability of the stored logic values in t8gzg
at least one memory cell within the cache contains a ‘0’ fdoits across the different shift phases. NeverthelessCg
the majority of the execution time. In contrast, by rotatintpngest ‘0’ duty cycle is relatively close to 50% with the wnl
the bytes of the fetched words, not only flips are distributezkception beingh264ref In addition, theCszg duty cycle is
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Fig. 14. Maximum ‘1’ duty cycle distribution on the entire t&cacross all
the studied applications. The cross symbol refers to thedsind’ duty cycle
in the control bits.

achieves larger ‘0O’ duty cycle reductions not only from the
switch-off state but also from spreading such a state across
the memory cells for both benchmarks.

C. ‘1’ Duty Cycle Analysis

The proposed SZB and BW+SZB techniques mitigate the
BTI effect in the pair of SRAM cell transistor$pi-Ty2 by
switching off those cells holding a zero byte. However, for a
complete evaluation of the BTl phenomenon, the longest ‘1’
duty cycle distribution should be analyzed to provide ihsig
about the BTI reduction in transistofgs-Ty.

Figure 14 illustrates the maximum ‘1’ duty cycle for the
entire cache across the studied benchmarks. As expected,
the ‘1’ duty cycle is not as critical as its counterpart ‘0’
duty cycle since most stored data bits are ‘0’. Similar to the
previous analysis, the BW technique enhances the duty cycle
distribution with respect to the baseline by shifting logi¢
values across the memory cells of the lines. The SZB approach
by itself is not able to mitigate the longest ‘1’ duty cyclethwi
respect to the baseline approach. This is because SZB sttack
the ‘0’ duty cycle by switching off zero bytes; however, the
amount of time that a ‘1’ is stored in a given cell remains
unchanged. The same reasoning can be made when comparing

always lower than that of the baseline data array. Oveta|, tthe maximum ‘1’ duty cycle of BW and BW+SZB.
BW+SZB ‘0’ duty cycle reduction falls in between 11.8% As above, the cross symbols refer to the longest ‘1’ duty

(h264ref) and 40.2% tonto).

cycle for the BW+SZB control bits, which is given by the

Figure 12 and Figure 13 illustrate the longest ‘0’ dutfszg bits. Compared to the baseline longest ‘1’ duty cycle
cycle distribution per cache set in thaphinx3 and dealll
applications, which are those benchmarks that experidree astar) present a slightly high€Zszg ‘1’ duty cycle distribution.
least and most reductions in the ‘0’ duty cycle in the dafBaking into account the control bits, the BW+SZB ‘1’ duty
array, respectively, for the BW+SZB approach. Results shawcle distribution savings are up to 20.5%df).
that the baseline obtains a near 100% ‘0’ duty cycle in all the Figure 15 and Figure 16 show the maximum ‘1’ duty
cache sets for both applications. Note that, for BW, stgftincycle distribution per cache set for the studied mechanisms
the incoming bytes does not benefit any setsiohinx3 while
the ‘0’ duty cycle reduction fodealll is quite low. On the seen, the baseline approach shows a highly-biased ‘1’ duty
other hand, SZB brings larger savings with the inclusion @fycle in sphinx3 especially in those sets with a low index.
the switch-off state. However, this is not enough $phinx3 On the contrary, this approach obtains a balanced duty cycle
where a long ‘0’ duty cycle is still present in most cachdistribution indealll, confirming the high amount of zero data
sets. In contrastjealll substantially saves the ‘0’ duty cyclevalues on this benchmark. Compared to the baseline, BW
thanks to its high number of zero bytes (see Figure 5) and ttegluces the ‘1’ duty cycle ratio in all the sets of the anadyze
large amount of time that they are cached. Finally, BW+SZBenchmarks. Results also show the ‘1’ duty cycle simildrity

in the data array, only 2 out of 8 applicationde@lll and

in sphinx3and dealll applications, respectively. As can be
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Fig. 17. Highest flip peak and maximum ‘0’ and ‘1’ duty cycles €@olt and

o

0 7 14 21 28 35 42 49 56 63 o 7 14 21 28 35 42 49 56 63 BW+SZB mechanisms across all the studied applications.
Set index Set index
c) SZB d) BW+SzB 1ms and alternatively writing the incoming data from L2
as normal or complemented within each epoch. The second

Fig. 15. Longest ‘1’ duty cycle distribution per cache set foe studied . .. . . .
mechanisms irsphinx3 technique minimizes flip peaks by uniformly spreading the

cache accesses across sets. To do so, the cache indexrunctio
is altered with an LFSR, which is updated on every change of
epoch. However, the cache contents must be flushed when a
given epoch finishes, which incurs in performance degredati
and energy overhead with respect to the baseline cachendesig
Figure 17 plots the highest flip peak and longest ‘0’ and ‘1’
O T A e 2w ® O T A R e 2% % % duty cycles for Colt and the proposed BW+SZB technique.
a) Baseline b) BW Compared to BW+SZB, Colt will _mitigate HCI wearout by
reducing the highest flip peaks. Like BW+SZB, the ‘O’ duty
cycle is much more remarkable than its counterpart ‘1’ duty
cycle, with differences by 0.3 in applications likento and
h264ref More importantly for total aging (see Section V-F3),
the ‘0’ duty cycle exceeds the longest duty cycle obtained
by BW+SZB in all the studied applications, meaning that
o 7 e o oa % 4 10 56 63 o e e e e e e CoOIt will induce a higher BTl degradation than BW+SZB.
Setindex Setindex This is mainly due to Colt just complements the written data
c) SZB d) BW+SZB coming from the L2 cache, whereas L1 write hits store the
data non-complemented. Thus, those write hits occurrigig ri
after a cache miss nullify the complemented effect, leatling
memory cells storing logic ‘0’ for a large amount of time.
all the sets when comparing the baseline with SZB and BW _
with BW+SZB, which corroborates the results presented in the EN€rgy Savings
preceding analysis. The proposed SZB mechanism saves energy thanks to
Finally, comparing the maximum ‘1’ duty cycle results withpowering off zero bytes for aging purposes. This section
those of the ‘0’ duty cycle (see Figure 11), we can concludmalyzes the data array energy consumption of the baseline
that, for most benchmarks and mechanisms, the ‘0’ duty cy@ed BW+SZB approaches. The energy overhead of the ad-
will induce a higher BTI wearout in the corresponding SRAMIitional BW+SZB circuitry has been taken into account by
cells since its maximum distributions are larger than thafse modelling these components with CACTI, which calculates
the ‘1’ duty cycle. Such SRAM cells will fail sooner than thecache leakage and dynamic energy expenses. These expenses
others, and will have much more NBTI and PBTI degradationere combined with the processor statistics from Multi2Sim
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Fig. 16. Longest ‘1’ duty cycle distribution per cache set foe studied
mechanisms irdealll.

in transistorsTp; and Tyz, respectively. to obtain the overall consumption.
. ) ) Figure 18 depicts the normalized results. Regardless of the
D. Comparison Against the Colt Mechanism analyzed approach, leakage and dynamic expenses signifi-

Among the state-of-the-art approaches that attack cadantly differ among benchmarks since they mainly depend on
aging, we compare BW+SZB to the Colt mechanism [8] sincthe execution time and number of cache accesses, respective
to the best of our knowledge, it is the only one that addressElsus, applications enlarging the execution time (ewgf) or
both HCI and BTI effects at the same time. increasing the number of accesses (ehg@64ref) present a

Colt proposes two different techniques. First, the dutyeyclarger contribution of each type of energy. Compared to the
is balanced by splitting the execution time into epochs &iaseline, the BW+SZB scheme saves leakage by switching
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Figure 19 plots the normalized highedM,_HCI with
respect to the baseline technique. Remember that HCI affect
uniformly all the SRAM cell transistors. Thus, the presente
: results are those from the memory cell with the highest
BLeakage HCI wearout. As expected from Equation 1, tds, HCI
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fla|®la | ®la | ®la ) ®la | “la|®la|®la| mitgates the HCI degradation. Results also corroboraa¢ th
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the dVin_HCI in the additional control bits is always lower
than that of the baseline data array.

2) Vi Degradation from BTI: ThedV;,_BT I results were
computed from the standard formula shown in Equation 2 [21].
" All the parameters are constant values exdegtressand
t_rec, which refer to the amount of time (in seconds) that

Fig. 18. Normalized consumption for the baseline and BW+SZB iaxgisms.

gos N e the cell transistors are under stress and recovery modes,
| . “

So7 5 respectively. Please refer to prior work [21] for furthetaiks.
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Fig. 19. Normalized highesti;, caused by the HCI effect on the entire Figure 20 shows the normallzed hlgh tn_BT| with .
cache. The cross symbol refers to the normalized higtiegt HCI in the resSpect to the theoretical maximum BTI voltage degradation
control bits. that transistors can suffer after the 3-year lifetime. Sach

. It d dati f the NBTI effect (i.e., aj
off zero bytes. These savings largely compensate the IeakVo age degradation comes from e effect (i.e., apy

. o o to the gate of PMOS transistors), which has more weight
incurred by the an|t|oan BW+SZB circuitry. .On the othg[ﬁ]an PBTI (i.e., applying ‘1’ to the gate of NMOS transisjors
hand, BW+SZB shg_htly increases the .(:!ynam|c energy W”i the parametefgT| from Equation 2. Results have been split
respect to the baseline due to the additional logic. Neeerthaccording to the different types of transistors in the iterer
less, the overall effect is to mitigate the total consumpiio

: . . . lgop of the SRAM cells.
all the studied benchmarks, with savings ranging from 7'12)As observed, the BTI degradation is much more noticeable

(sphinx3 to 20.6% h264ref). in the PMOS transistors due to the aforementioned reasen. Fo
F. Estimation of the dy Savings cusing on them, moskp; transistors show a highet\Vi;, BT

This section analyzes thé;, degradation caused by thethanTp, for a given mechanism. This is due to the stress time
analyzed aging effects. Results are shown for the SRAM transistorsTpy and Tpy is given by ‘0" and ‘1’ cell duty
cell transistor with the highest\f,, (not necessarily the samecycles, respectively, and, as analyzed above, the former ar
transistor across the studied approaches), which is théhame normally longer than the latter.
suffers the highest wearout. As expected from the ‘0’ duty cycle analysis, the highest

The dVi,, has been obtained assuming a 3-year lifetime f&TI degradation inTp; belongs to the baseline approach,
our 32nm technology node [24]. To complete this executidnllowed by BW, SZB, and BW+SZB. In contrast, for tran-
period, we assumed that the benchmark execution is repeatistiorsTp,, the baseline and SZB obtain very similar results.
over and over until the established lifetime is reached.[25This is also the case of BW and BW+SZB, which can also
First, we focus on thedV{, caused separately by the HCIlbe seen in the ‘1’ duty cycle results. Notice too that the
(dVth_HCI) and BTI @Vh_BT1) effects. Then both phenom-degradation on the BW+SZB control bits is also consistent
ena are evaluated jointly. with the previous analysis. Another interesting obseovati

1) Vip Degradation from HCI: The d\tn_HCI results is that thedV;,_BT]I for the Tp; under the baseline scheme
were calculated using the standatd;, formula presented in (almost) reaches the theoretical maximum degradationlin al
Equation 1 [25]. All the parameters are constant valuestaptive studied benchmarks. As mentioned above, this is due to
from t, which refers to the amount of time (in seconds) thahe ‘0’ duty cycle being near 100% in this scheme.
the memory cells flip their contents. The reader is referred Given the symmetry of the SRAM cell, a similar reasoning
to [25] for further information about the constant paramete as that for the PMOS transistors can also be made for the
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cross symbol refers to the highedt;, in the BW+SZB control bits. 9 Min y

mechanisms.

NMOS. In this caseTy1 and Tyz are affected by the ‘1’ and the box represents the median of the entire data set.
‘0" cell duty cycles, respectively. For all the studied benchmarks, the BW+SZB boxes are
3) Overall d\i,: The overall amount ofi\y is calculated located way down below those of the bgsellne._Thls shows
as the sum oftlvin_HCI anddV;,_BTI. Figure 21 depicts the that the p_roposed BW+SZB mechanism is _effectwe _not only
highest rawdM;, degradation (in mV) across the whole cach or reduqlng thedMy in the memory cell W.'th the hlghest
for the studied approaches, including the Colt mechanissn. egre_\datlon but also for most of the remaining ceIIs_ imple-
expected, the baseline mechanism is the one with the high@&ﬂtmg the cache (at least for 50% of the cache cells indlude
! 0
d\4h, which ranges from 60 to 70mV. The proposed schem t |TJ box).tOrég\ée(:yraggé?W+SZB saves thén from 32.8%
substantially reduce th#\y, with respect to the baseline, espe pilr t_enclt) Oth t 6 0 tfrer?tﬁ264 fwh the box height
cially when combining both BW and SZB jointly. Despite Col otice t0o that, apart 1ro retwhere e box helg
reducing the flip peaks compared to BW+SZB (see Figure 1 r BW+SZB is scarcely larger than that of _the baseline, all
its d\i,_HCI savings do not compensate for the increase eibfenctrljmsrl:s shor\]/qvam:]cr; S?]ortn?r borf he'gt‘/t T?r BVZ+SrZIZ.
the d\t,_BTI caused by longer duty cycles in application:f‘. s fac eho I?S fath ue ho € homoge ﬁou:/l oltage fgk.a a
like tonta dealll, and h264ref Moreover, when taking into ton across hall of the cache memary cells. Moreover, taking
account the BW+SZB control bits, Colt only sawid, in the into account the helght of the boxes plus the limits, thaahls,
astar benchmark. Overall, the proposed BW+SZB guarantegge cells used to implement the cache, BW+SZB shrinks such

a significantd\f,, reduction ranging from 21.8%hg64ref) to gars]illgnhet I'rl]'h?sl,l r?gf]lc')ca;'noen; :);C:Egzngncg?;sa;g tr?astr;emore
44.3% fncf) with respect to the baseline approach. ine. "l 9 u g ! u

Fi 22 sh h a\. Its f Il th h I balanced SNM of the SRAM cells that otherwise can lead to
igure shows the rad\4,, results for all the cache ce Swrong read/write values.

as a box-and-whisker plot, where the upper and lower bars

refer to the maximum and minimudMy, values, respectively. VI. RELATED WORK

The upper and lower box edges specify the 25th and 75thCache degradation has been mainly attacked in the past from
percentiles of the distribution, whereas the dashed lirteiwi the perspective of BTI, by balancing the amount of time that
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logic ‘0’ and ‘1’ values are stored in the cells with the aim tg@rogressively degrade the transistor’s threshold voltadgch
provide a BTI-optimal duty cycle distribution [3], [4], [5]8], causes slower transistor switching and eventually canltresu
by including redundant cell regions into the cache design [6n faulty operation. HCI is accentuated when transistogs fli
and by lowering the supply voltage of idle memory cells [7]from logic ‘0’ to ‘1’ and vice versa, whereas BTI exacerbates
Abella et al. [3] invalidate the stored contents and complewhen transistors maintain the same logic value (i.e., |dgiy
ments their logic values in specific sets and ways. The targgtle) for an extended period of time. These failure effaces
sets and ways are selected using a round-robin policy aseoagspecially critical in those transistors used to implentéet
time periods to mitigate the impact on performance. SRAM cells of first-level (L1) caches, which are critical for
Gebregiorgiset al. [4] introduce a bit flipping technique performance and are continuously aging.
that identifies a bit position within the input data with a BTI  This work has identified which memory cell transistors of
optimal signal probability, and uses its logic value as a flape L1 data cache age the most from the perspective of both
to determine whether to invert the contents of the remainit¢Cl and BTI effects. Based on this information, this papes ha
input bit positions. presented a pair of microarchitectural mechanisms thaaspr
Ganapathyet al. [5] equalize the duty cycle ratio in read-the number of cell flips evenly across memory cells and reduce
modify-write cache schemes. Their approach invert theegtorthe amount of time that logic ‘0’ values are stored in thescell
contents on writebacks after read operations, whereadaregloy switching off specific data bytes.
write accesses do not complement the original stored data. Experimental results have shown that the proposed mech-
The Proactive Recoverf6] mechanism includes virtudlyg  anisms reduce the highest cell flip of the entire cache from
rails in the SRAM cell design to move from normal operatioR2.4% to 65.5% depending on the application, whereas the
mode to a suspended NBTI wearout mode in which the storkhgest ‘0’ and ‘1’ duty cycle distributions in the cells can
cell logic value depends on which PMOS device is moneduced up to 40.2% and 20.5%, respectively. This trarsslate
stressed by the NBTI effect. into threshold voltage degradation savings ranging frorB%l
Calimeraet al. [7] partition the cache into multiple banksto 44.3% depending on the application.
and uniformly distribute the idle time of the cache linesoasr
them by using a dynamic indexing scheme. Whgof the idle ACKNOWLEDGMENTS

memory cells is reduced, which mitigates NBTI. . This work has been supported by the Spariiginisterio
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